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1 Overview

The overview of the supplementary materials:
(1) We have provided implementation details for the LLMGA (Sec. 2).
(2) We offer a comprehensive introduction to the creation of the training

dataset (Sec. 3).
(3) We discussed the differences between BLIP-diffusion and LLMGA (Sec. 4).
(4) We provided the VQA performance of LLMGA (Sec. 5).
(5) We have provided a detailed introduction on how to use LLMGA to

implement instruction-based image editing. (Sec. 6)
(6) Additional details of the training and evaluation for LLMGA are elabo-

rated in this part. Furthermore, a detailed training process for Stable Diffusion
XL (SDXL) is also included (Sec. 7).

(7) We present more comparison details on LLMGA and LLMGA Embed-
ding, along with corresponding analyses (Sec. 8).

(8) More visual results are showcased to highlight LLMGA’s performance in
T2I generation (Sec. 9).

(9) More visual results are provided in instruction-based image editing (Sec. 10).
(10) More visual results are presented for LLMGA on inpainting and out-

painting (Sec. 11).
(11) More Visual results effectively demonstrate the prowess of DiffRIR in

addressing brightness and contrast disparities between newly generated and re-
tained regions during image editing, along with its ability to enhance texture
details (Sec. 12).

(12) We provide additional examples showcasing the interactive generation
and editing capabilities of LLMGA (with SDXL) (Sec. 13).

2 Implementation Details

For the first stage of training, we employ the pretrained LLaVA-1.5-7B or LLaVA-
1.5-13B as the initial MLLM. We utilize the AdamW optimizer, setting the learn-
ing rate to 2×10−5. Moreover, we adopt CosineLR as the learning rate scheduler.

https://llmga.github.io/
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The batch size per device and epochs are set to 16 and 1, respectively. Besides,
the training ratios for VQA (LLaVA v1.5 mix665k), QA (including general QA,
all kinds of design, picture book generation, and illustration generation), prompt
refinement, similar image generation, inpainting & outpainting, and instruction-
based editing are specified as 1, 0.3, 0.3, 0.3, 0.3 and 0.3, respectively.

For the second stage of training, we adopt the Stable Diffusion 1.5 (SD1.5) as
the initial image generation or inpainting & outpainting model. We train these
models with the AdamW optimizer, setting the learning rate to 1 × 10−5. The
batch size is set to 32. We train SD1.5 by 1× 105 iterations.

For the restoration network, we train DiffRIR on DIV2K [1] and Flickr2K [7]
datasets with the same GAN-based loss function as DiffIR. The batch sizes are
set to 64, and the LQ patch sizes are set to 64 × 64. We use Adam optimizer,
setting the learning rate to 2× 10−4. We train this model by 4× 105 iterations.

3 Data

For the first stage of training, we constructed a training dataset that requires
detailed descriptions of images to assist the LLM in better understanding the
compositional details of images and supporting image generation and editing.
Specifically, we utilized the MSCOCO [5] datasets, encompassing rich real-world
scenarios. Then, we employed GPT4-V to generate detailed and visually com-
pelling descriptions for these datasets. The prompt format for GPT4-V to gen-
erate a detailed description is as follows: "The original caption of this image is
’ORIGINAL CAPTION’. Describe this image.", where ’ORIGINAL CAPTION’
is a short caption provided by the dataset. An example is shown in Fig. 1.

In order to better adapt the LLMGA to instruction-based image editing,
we finetuned Mixtral7Bx8 using short instruction editing training data from
InstructPix2Pix. This enabled it to learn how to generate corresponding editing
data and target descriptions in JSON format based on detailed descriptions.
Then, we used the finetuned Mixtral7Bx8 to create corresponding editing data
for detailed descriptions of MSCOCO images made with GPT4-V. An example
is shown in Fig. 2. After that, we filtered out data with incorrect output formats
to obtain the final instruction-based editing training dataset.

Furthermore, we have gathered a vast amount of design books and graphic
story datasets for creating parts QA data, which has been used to train the
LLMGA. This enables the LLMGA to excel in various design tasks, including
logo design, fashion design, infographic creation, and poster design. Additionally,
it can generate illustrated storybooks that intertwine text and images, tailored
to user specifications.

4 Discuss BLIP-diffusion and LLMGA.

(1) Unlike works as BLIP-diffusion [4], which uses MLLMs primarily as image
and text encoders, our LLMGA aims to retain the multi-turn conversation and
general cognitive ability of LLMs, acting as a designer and assistant to produce
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The original caption of this
image is ”A tall clock tower
sitting under sky.” Describe
this image.

The image depicts a tall clock
tower with a large clock face
prominently displayed on its
side. The clock face is white,
and the tower itself is made of
stone. The tower stands against
a grey sky, which adds a sense
of depth and contrast to the
scene. The clock is situated
near the top of the tower,
making it easily visible from a
distance.

Fig. 1: An example of generating detailed descriptions for description data.

The image depicts a tall clock
tower with a large clock face
prominently displayed on its
side. The clock face is white,
and the tower itself is made of
stone. The tower stands against
a grey sky, which adds a sense
of depth and contrast to the
scene. The clock is situated
near the top of the tower,
making it easily visible from a
distance. Please help me create
instructions editing data based
on the above input and output
it in JSON format.

{"instruction": "change the
clock to a digital display",
"new_caption": "The image
depicts a tall clock tower with
a large digital clock display
prominently displayed on its
side. The digital clock display
is white, and the tower itself
is made of stone. The tower
stands against a grey sky, which
adds a sense of depth and
contrast to the scene. The
digital clock is situated near
the top of the tower, making it
easily visible from a distance}

Fig. 2: An example of generating detailed descriptions for instruction-based editing
data.

satisfactory images through conversation. (2) Subject-driven generation can be
implemented with IP-Adapters, easily integrated into our SD-ft. Fig. 3 shows
our LLMGA achieves better outcomes. (3) We will add the discussion of these
methods in our paper.

5 VQA Evaluation.

In Tab. 1, compared to other MLLMs with image generation ability, our LLMGA
has a much better performance on both VQA and image generation.

6 More Details on Instruction-based Editing

Given an image and corresponding editing instructions, our LLMGA provides
a description of the image and a target description after editing based on the
given editing instructions. We then perform a Direct Inversion [3] on the image
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Input Image (a) BLIP-Diffusion (b) IP-Adapter (c) IP-Adapter + LLMGA

Input Prompt: The girl is playing with a cute cat.

Fig. 3: The comparison on subject-driven generation.

Table 1: VQA comparison.

Method Can image generation? MMB↑ VQAV 2↑ POPE↑

LLaVA1.5-7b % 64.3 78.5 85.9

GILL ! 4.8 20.4 50.1
LLMGA-embedding ! 35.3 56.3 67.4
LLMGA-7b (Ours) ! 62.9 77.2 83.8

to obtain an initial noise map. Utilizing this noise map, along with the original
image’s description and the edited target description, we employ the straight-
forward prompt-to-prompt [2] method to achieve the desired edited outcome.

7 More Training and Evaluation Details

In addition to the LLMGA (SD1.5) described in the paper, we have also con-
ducted training for LLMGA (SDXL). LLMGA (SDXL) follows a training pro-
cess and configuration similar to that of LLMGA (SD1.5) but demonstrates even
higher-quality generation. Specifically, for the first training stage, we employ the
same MLLM as utilized in LLMGA (SD1.5). Regarding MLLM, we utilize the
pretrained LLaVA-1.5-7B or LLaVA-1.5-13B as the initial MLLM. Our optimiza-
tion approach involves the use of the AdamW optimizer, with the learning rate
set at 2 × 10−5 and weight decay at 0, respectively. Additionally, we adopt the
CosineLR learning rate scheduler. The total batch size and number of epochs are
configured at 128 and 1, respectively. MLLM training is carried out on our con-
structed datasets as described in the paper. Furthermore, the training ratios for
VQA (LLaVA v1.5 mix665k), QA (Alpaca), prompt refinement, similar image
generation, inpainting & outpainting, and instruction-based editing are specified
as 1, 0.3, 0.3, 0.3, 0.3 and 0.3, respectively.

For the second stage of training, we adopt the Stable Diffusion XL (SDXL) [6]
as the initial image generation or editing model. We train these models with
AdamW optimizer, setting the learning rate to 1× 10−5. The total batch size is
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set to 32. We train SDXL by 5 × 104 iterations. For both T2I generation and
inpainting & outpainting, we conduct training on the LAION-Aesthetic dataset,
using the generation prompts generated by the first-stage pretrained MLLM
as guidance. The input patch sizes are set to 1024 × 1024. Moreover, similar
to SD1.5, we randomly generate masks for SDXL inpainting & outpainting,
including box masks, irregular masks, and boundary masks.

8 More Details on Control Scheme

The form in which to establish a control link between MLLM and SD is a question
that requires careful consideration. In this paper, as illustrated in Fig. 4, we
explore two control schemes: namely, our adopted language-based generation
prompt control (Fig.4 (a)) and visual embedding-based control scheme (Fig.4
(b)). Here, we will provide a detailed overview of the training approach for
LLMGA Embedding, followed by a comparison and analysis of these schemes.

For the training of LLMGA Embedding, we employ a comprehensive three-
stage training scheme. (1) In the first stage, for TR, we use the same auto-
regressive cross-entropy loss (LMLLM , Eq. 1) as LLMGA, and for visual embed-
ding, we utilize the visual embedding loss (Lembed, Eq. 2). We simultaneously
apply the same training settings as LLMGA. (2) In the second stage, we initiate
joint optimization of MLLM and SD. Unlike LLMGA, in this phase, we optimize
only the projection layer for LLMGA embedding, using the SD loss (LSD, Eq. 3),
and then freeze the parameters of Unet and MLLM. (3) In the third training
stage, we freeze the parameters of MLLM and projection, and then optimize the
SD Unet using the SD loss (LSD, Eq. 3).

LMLLM = CE (TR,TGT ) , (1)

Lembed = ∥ϕproj(VE)− ϕCLIP (Tcaption)∥22 , (2)

LSD = EZt,C,ϵ,t

(
∥ϵ− ϵθ (Zt,C)∥22

)
, (3)

where TR denotes the generated text response, and TGT represents the ground-
truth target. CE(.) signifies auto-regressive cross-entropy. ϕproj(.) denotes the
projection involving three linear layers. ϕCLIP (.) is the CLIP text encoder. VE

stands for visual embedding, and Tcaption corresponds to the original caption
from the datasets. LSD represents the diffusion loss as described in the paper.

The results are presented in Fig. 6 in the main paper. Despite comprehensive
training, we find that the embedding-based approaches still lags behind LLMGA.
Moreover, with an increase in the number of dialogue turns, there is a noticeable
decrease for embedding-based approaches in both the accuracy and quality of
generation. This observation can be well comprehended through the processing
mechanism of LLM. Specifically, LLM predicts an embedding based on previous
input images and texts (Eq. 4). After that, embedding is refined through a lin-
ear layer, categorizing it into a fixed language domain (Eq. 5). This is because
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Fig. 4: The illustration of LLMGA and LLMGA Embedding. LLMGA uses language
generation prompts as a control scheme, while LLMGA Embedding uses visual embed-
ding as a control scheme.

predicted embeddings exist in a continuous space, inherently imprecise and filled
with noise. For instance, the same embedding, depending on the sampling prob-
abilities, may generate different semantic words, indicating that embeddings are
filled with various forms of noise. Mapping embeddings to a fixed and specific
language domain by classification effectively eliminates this noise, enabling pre-
cise control over SD generation. The decline in performance of embedding-based
methods with an increase in conversation turns is attributed to the introduc-
tion of additional noise into the predicted embedding as more prior conversation
information is incorporated, thereby affecting accuracy.

E = Ψbody(Iinput,Tinput), (4)

T = Ψlinear(E), (5)

where Iinput and Tinput represent all preceding input images and texts. Ψbody

signifies the network body of LLM, producing an embedding E. Ψlinear consti-
tutes the final linear layer in LLM, tasked with categorizing the embedding into
a predetermined text domain, resulting in the generation of text T.

In summary, compared with embedding based methods, our LLMGA using
detailed language prompts for control generation has the following advantages:

– The embeddings predicted by the MLLM are often filled with noise. This
can be filtered out by mapping them to a fixed language domain, enabling
precise control of SD.

– Detailed language prompts can make the network more transparent and
interactive, allowing users to understand MLLM’s thoughts for generating
images.
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– MLLM is pre-trained on vast textual datasets. Explicit language prompts
rather than implicit embeddings are more advantageous for MLLM to gen-
erate prompts and comprehend context.

– Dynamic-sized language prompt facilitates the addition of generation re-
quests during interactions.

– Training is more simple and more efficient.

9 More Results on T2I Generation

The more T2I generation visual results are shown in Fig. 5. LLMGA can leverage
its vast comprehension, reasoning abilities, and knowledge reservoir to generate
visuals with more details. Furthermore, LLMGA refine prompts based on user
requirements.

10 More Results on Instruction-based Editing

The more instruction-based editing visual results are depicted in Fig. 6. Our
LLMGA can realize more accurate and visually pleasing editing according to
the requirements of users.

11 More Results on Inpainting and Outpainting

The more inpainting and outpainting visual results are depicted in Fig. 7. LLMGA
can harness its extensive comprehension, reasoning abilities, and knowledge
reservoir to infer plausible complete images based on given masked images. Addi-
tionally, as demonstrated in paper Fig. 1, LLMGA can edit images in accordance
with user specifications and masked images.

12 More Results on Image Restoration

The more image restoration results are shown in Fig. 8. Our DiffRIR can alleviate
the texture, brightness, and contrast discrepancies, and generate more realistic
details.

13 More Results on Interactive Generation and Editing

The results are shown in Figs. 9, 10, and 11. The results presented here were
obtained using LLMGA-7b (SDXL-ft). It can be observed that LLMGA, lever-
aging the understanding, reasoning abilities, and extensive knowledge repository
of LLM, effectively assists users in image design in an interactive manner.
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SD1.5 GILLPrompt

A cartoon dog
drinking beer

in a bar

The beautiful
autumn scenery

The beautiful
spring scenery

A Chinese-style 
palace

A cartoon cat is 
playing basketball

Two cartoon bears 
playing cards

LLMGA-7B 
(SD1.5)

LLMGA-7B 
(Ours) 

LLMGA-13B 
(Ours)

A cartoon cat 
is singing

Cartoon polar 
bears are exploring 

the moon

Fig. 5: Visual comparison on T2I. LLMGA can refine short prompts by adding details,
such as clothing, background, and actions. In addition, for unfamiliar concepts, LLMGA
can utilize its extensive knowledge base from LLM to realize accurate generation.
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Input InstructPix2Pix LLMGA (Ours)MagicBrushInstructions

Let's add glasses
to the man.

Let the chair turn 
to a stool

Add a picture of a 
panda to the box

Swap the cat 
for a parrot

let there be a tractor

let the cow leap

Fig. 6: Visual comparison on instruction-based editing.
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Masked Image SD1.5GT LLMGA-7B
(SD1.5)

LLMGA-7B
(Ours)

LLMGA-13B
(Ours)

Fig. 7: Visual comparison on inpainting and outpainting. LLMGA can infer com-
plete images based on input masked images.
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Masked Image LLMGA DiffIR DiffRIR (Ours)
Fig. 8: More visual comparison on image restoration.
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Please help me design a spaceship.

<gen_ image> The image is a detailed
illustration of a futuristic spacecraft,
showcasing its design blueprint. The
spacecraft is large and features a prominent
white and blue color scheme. It is equipped
with multiple engines, including a large one
on the back and smaller ones on the sides.

In addition to the engines, the spacecraft is
armed with several weapons, including a
group of missiles on the top and a laser
cannon on the front. The overall design of
the spacecraft appears sleek and advanced,
reflecting the concept art‘s purpose of
demonstrating a potential future spacecraft
design. </gen_image>

The image has been successfully generated.

<gen_image> The image features a large, disc-
shaped spacecraft with a prominent white
and blue color scheme. It is equipped with
multiple engines, including a large one on the
back and smaller ones on the sides. The
spacecraft is armed with several weapons,
including a group of missiles on the top and a
laser cannon on the front.

The overall design of the spacecraft appears
sleek and advanced, reflecting the concept
art's purpose of demonstrating a potential
future spacecraft design. </gen_image>

I prefer a disc-shaped spaceship. Can you modify the design proposal and generate a new 
blueprint?

Sure, here is a modified blueprint for a disc-shaped spaceship:

Fig. 9: Examples of LLMGA on interactive generation and editing.
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There are several ways to enhance the beauty of this image. Here are a few suggestions:

1. Adjust the colors: The original image features a vibrant pink tree, but you can experiment with different color palettes to create a more visually 
appealing effect. For example, you could try a monochromatic scheme with various shades of pink, or use a combination of warm and cool colors to 

create contrast and depth.

2. Add more details: The anime-style girl and the tree with pink flowers are the main focus of the image, but you can introduce additional elements 
to make the scene more interesting and dynamic. For example, you could add a few birds flying around the tree, some clouds in the sky, or a few 

other people in the background.

3. Play with composition: The current composition of the image has the girl standing in front of the tree, but you can experiment with different 
positions and angles to create a more engaging and balanced composition. For example, you could have the girl standing behind the tree or 

positioned to the side, creating a sense of depth and perspective.

4. Use different backgrounds: The sunset in the image creates a beautiful and warm atmosphere, but you can explore other backgrounds to find the 
perfect setting for the anime-style girl. Consider using a cloudy sky, a cityscape, or even an abstract background that complements the girl's 

appearance and the overall theme of the image.

5. Add text or watermarks: If you want to use this image as a wallpaper, you can add text or watermarks to personalize it and make it unique. 
Consider adding your name, a quote, or a simple design element that complements the image's overall aesthetic.

By experimenting with these elements, you can create a more beautiful and captivating image that suits your personal taste and preferences.

<image> Generate a similar image.

<gen_image> The image depicts a beautiful young
woman with short hair, standing in front of a stunning
backdrop of cherry blossoms. She is wearing a red and
white jacket, and her smile is captivating. The woman is
also carrying a backpack, adding to her stylish
appearance.

The cherry blossoms are scattered throughout the
scene, with some falling close to the woman and others
further away. The combination of the woman, her
outfit, and the vibrant blossoms creates a captivating
and visually appealing image. </gen_image>

The image has been successfully generated.

To make the image more beautiful, you could consider the following suggestions:
1. Enhance the colors: The image may have a pastel-like appearance, which could make the colors appear soft and
muted. You could try adjusting the colors to bring out the richness and vibrancy of the cherry blossoms and the
woman's outfit.
2. Adjust the exposure: The image may have a slightly overexposed or underexposed appearance, which could affect
the overall brightness and contrast. You could try adjusting the exposure to bring out the details in the shadows and
highlights, making the scene look more balanced and visually appealing.
3. Add depth and texture: The cherry blossoms and the woman's outfit may benefit from additional depth and
texture, which could be achieved through techniques such as applying a subtle filter or using a textured brush in a
photo editing software. This would give the image a more realistic and three-dimensional appearance.
4. Focus on the woman's facial features: The woman's smile is captivating, but you could make her features stand out
even more by adjusting the exposure or contrast to bring out the details in her eyes, eyebrows, and lips.
5. Add contrast: The image may have a low contrast, which could make the colors appear dull and muted. You could
try increasing the contrast to bring out the details in the image and create a more visually striking composition.
6. Apply a filter: You could apply a filter or effect to the image to give it a unique and artistic appearance. For example,
you could try a vintage or sepia filter to give the image a nostalgic feel, or a black and white filter to create a timeless
and classic appearance.
7. Experiment with different perspectives: Finally, you could experiment with different perspectives or angles to see
how the image looks from different viewpoints. This could help you find a composition that works best for your
intended audience and enhances the overall beauty of the scene.

I want to make this image more beautiful. Do you have any suggestions?

Fig. 10: Examples of LLMGA on interactive generation and editing.
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There are several ways to enhance the beauty of this image. Here are a few suggestions:

1. Adjust the colors: The original image features a vibrant pink tree, but you can experiment with different color palettes to create a more visually 
appealing effect. For example, you could try a monochromatic scheme with various shades of pink, or use a combination of warm and cool colors to 

create contrast and depth.

2. Add more details: The anime-style girl and the tree with pink flowers are the main focus of the image, but you can introduce additional elements 
to make the scene more interesting and dynamic. For example, you could add a few birds flying around the tree, some clouds in the sky, or a few 

other people in the background.

3. Play with composition: The current composition of the image has the girl standing in front of the tree, but you can experiment with different 
positions and angles to create a more engaging and balanced composition. For example, you could have the girl standing behind the tree or 

positioned to the side, creating a sense of depth and perspective.

4. Use different backgrounds: The sunset in the image creates a beautiful and warm atmosphere, but you can explore other backgrounds to find the 
perfect setting for the anime-style girl. Consider using a cloudy sky, a cityscape, or even an abstract background that complements the girl's 

appearance and the overall theme of the image.

5. Add text or watermarks: If you want to use this image as a wallpaper, you can add text or watermarks to personalize it and make it unique. 
Consider adding your name, a quote, or a simple design element that complements the image's overall aesthetic.

By experimenting with these elements, you can create a more beautiful and captivating image that suits your personal taste and preferences.

OK, regenerate this image with the background set to a cityscape.

<gen_image> The image features a beautiful young
woman with short black hair, standing in front of a
stunning backdrop of cherry blossoms. She is wearing a
red and white jacket, and her smile is captivating. The
woman is also carrying a backpack, adding to her stylish
appearance. The cherry blossoms are scattered
throughout the scene, with some falling close to the
woman and others further away. The combination of
the woman, her outfit, and the vibrant blossoms
creates a captivating and visually appealing image. The
background is a cityscape, with tall buildings, busy
streets, and a bustling atmosphere. </gen_image>

Here is a regenerated version of the image with the background set to a cityscape:

Please outpaint this image by adding a cute cat..

<gen_ image> The image features a
beautiful young woman with short black
hair, standing in front of a stunning
backdrop of cherry blossoms. She is
wearing a red and white jacket, and her
smile is captivating. The woman is also
carrying a backpack, adding to her stylish
appearance. The cherry blossoms are
scattered throughout the scene, with
some falling close to the woman and
others further away. The combination of
the woman, her outfit, and the vibrant
blossoms creates a captivating and visually
appealing image. The background is a
cityscape, with tall buildings, busy streets,
and a bustling atmosphere. Additionally, a
cute cat is looking at the camera. The cat
is positioned near the woman, adding a
touch of charm and cuteness to the scene.
</gen_image>

The image has been updated to include a cute cat

Fig. 11: Examples of LLMGA on interactive generation and editing.
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