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Abstract. Machine Unlearning removes specific knowledge about train-
ing data samples from an already trained model. It has significant practi-
cal benefits, such as purging private, inaccurate, or outdated information
from trained models without the need for complete re-training. Unlearn-
ing within a multimodal setting presents unique challenges due to the
complex dependencies between different data modalities and the expen-
sive cost of training on large multimodal datasets and architectures. This
paper presents the first machine unlearning approach for multimodal data
and models, titled MultiDelete, which is designed to decouple associa-
tions between unimodal data points during unlearning without losing the
overall representation strength of the trained model. MultiDelete ad-
vocates for three key properties for effective multimodal unlearning: (a):
modality decoupling, which effectively decouples the association between
individual unimodal data points marked for deletion, rendering them as
unrelated data points, (b): multimodal knowledge retention, which re-
tains the multimodal representation post-unlearning, and (c): unimodal
knowledge retention, which retains the unimodal representation post-
unlearning. MultiDelete is efficient to train and is not constrained
by using a strongly convex loss–a common restriction among existing
baselines. Experiments on two architectures and four datasets, includ-
ing image-text and graph-text datasets, show that MultiDelete gains
an average improvement of 17.6 points over best performing baseline in
unlearning multimodal samples, can maintain the multimodal and uni-
modal knowledge of the original model post unlearning, and can provide
better protection to unlearned data against adversarial attacks1.
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1 Introduction

Multimodal models are used in a variety of real-world applications [32, 35, 36,
53], which require extensive training on large datasets. However, the underlying
training data can be subject to change due to various reasons such as copyright
issues, users revoking consent, and data becoming outdated. Continuing to use
a model trained on such data poses significant risks to privacy and questions the
model’s relevance and accuracy. Machine Unlearning addresses these challenges

1 Code and data is available at https://github.com/CLU-UML/MultiDelete
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by removing specific knowledge of training samples from an already trained
model, while preserving the model’s functionality on its downstream tasks.

Despite recent advances in machine unlearning in unimodal settings [24, 25,
29, 40, 48], unlearning in multimodal settings is largely unexplored. Multimodal
unlearning is a challenging task due to the complex relationship and depen-
dency among individual data modalities and the complexity inherent in multi-
modal data and model architectures. To the best of our knowledge, no existing
approach is specifically designed for unlearning in the context of multimodal
data, and existing unimodal approaches may not be directly applicable or ef-
fective on multimodal data. Specifically, existing weight-scrubbing methods add
noise to model weights [24, 48, 49], which may fall short in full unlearning of
the inter-modality dependencies, which is a key requirement for eliminating any
residual data traces. Certified removal methods assume convexity of training ob-
jectives [13,16], which often does not hold in multimodal settings. Optimization-
based methods focus on unimodal settings or last layer models [29,40,43], which
are less effective on multimodal data because of the cross-modality interactions
that can occur beyond just the last layer. Finally, efficient retraining methods
require significant training cost and can lead to overfitting [2, 7, 20].

In this paper, we take the initial step to investigate the multimodal unlearning
problem. Our approach to formulating multimodal unlearning is titled Multi-
Delete and centers on developing a model that satisfies three key properties:
(a) modality decoupling which reduces the dependencies between modalities for
data samples marked for deletion, (b) multimodal knowledge retention which
preserves the previously learned multimodal knowledge of the model during un-
learning, and (c) unimodal knowledge retention which retains the previously
learned unimodal knowledge. We formally define these properties and design
specific loss functions for effective and efficient multimodal unlearning. We sum-
marize our contributions as follows:

– we conceptualize multimodal unlearning through three pivotal properties:
modality decoupling, multimodal knowledge retention, and unimodal knowl-
edge retention, which collectively enable multimodal unlearning while pre-
serving the essential knowledge previously learned by the model, and

– through extensive experiments across image-text and graph-text datasets,
and architectures, we show the efficacy of the proposed properties and ap-
proach in providing protection to deleted data and maintaining model’s ro-
bustness against adversarial attacks.

Experimental results show the efficacy of MultiDelete measured by stan-
dard performance metrics across different multimodal tasks, as well as efficiency
versus retraining from scratch. Compared to the best-performing baseline, Mul-
tiDelete obtains superior performance advantage of 17.6 in forgetting deleted
data, while maintains the previously learned knowledge with 0.3 performance
gain across a wide-range of tasks. In addition, MultiDelete can better protect
the deleted data against membership inference attacks post-unlearning by 0.13
absolute points, and is substantially more efficient than retraining the model
from scratch.
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2 MultiDelete

Without loss of generality, we center the presentation of MultiDelete on dual
data modalities, such as image-text. We note that MultiDelete can be applied
to more than two modalities or other types of modalities. We demonstrate this
broader applicability in experiments using graph-text data.

Notation Consider a vision-language model f trained on a dataset of N image-
text pairs,Dtrain = {(Ii, Ti)}Ni=1. We denoteDf ∈ Dtrain as the subset of training
data that should be unlearned from f . Conversely, Dr = Dtrain \ Df denotes
the remaining data after removing Df . We denote f ′ as the desired unlearned
model, which functions as if Df had never been used in training of f . In addition,
we assume that the original model f can be decomposed into a vision feature
extractor fI , a language feature extractor fT , and a modality fusion module fF .

Problem Formulation Given a vision-language model f trained on Dtrain, we
aim to unlearn a subset of training data Df from f and obtain a corresponding
unlearned model f ′. For this purpose, our core objective is to eliminate the in-
fluence that any (Ii, Ti) ∈ Df has on the parameters of f , so that it effectively
“forgets” the patterns learned from Df . Crucially, we aim to maintain the per-
formance of the unlearned model f ′ on the test data Dtest as close as possible to
that of the original model f . This will ensure that while f ′ discards specific data
knowledge from Df , it retains the overall task effectiveness of f on Dr samples.
Ideally, f ′ should effectively forget Df without compromising its performance
on DTest. Here, we assume that the model only needs to unlearn the relation-
ship between image-text pairs (Ii, Ti) ∈ Df , but not necessarily the individual
unimodal elements, Ii and Ti themselves. This approach ensures that the model
retains its foundational knowledge of individual modalities, which is essential for
effective learning of the target task and prevents the unnecessary loss of infor-
mation. For example, it allows for forgetting of a user’s “like” on a social media
post without requiring to remove either the user or the post from the platform.

2.1 Key Properties for Multimodal Unlearning

We outline key properties essential for successful multimodal unlearning. These
properties and the overall work flow of the model are depicted in Fig. 1.

Modality Decoupling This property requires that for the unlearned model f ′,
the relationship between any image-text pair (Ii, Ti) ∈ Df should be indistin-
guishable from the relationship of any non-related image-text pair in the dataset.
In other words, f ′ should be unable to discern a removed pair (Ii, Ti) ∈ Df from
those that are deemed unassociated in the dataset. This decoupling is pivotal
because it effectively prevents the reconstruction or extraction of any specific
information about the removed pair (Ii, Ti) ∈ Df . It also helps model’s gener-
alizability and robustness, because residual associations from the removed data
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Fig. 1: Summary of the proposed approach, MultiDelete. (a) given a trained multi-
modal model (e.g. a vision-language model) and a subset of its training data Df with
image-text relations marked for unlearning or deletion, MultiDelete decouples the
inter-modality dependency on Df , while maintaining the multimodal and unimodal
knowledge on the remaining training data Dr = Dtrain \Df . (b) modality decoupling:
ensures that individual modalities in the deleted data pairs Df are treated as unre-
lated by the model, (c) multimodal knowledge retention: preserves the model’s overall
multimodal knowledge, and (d) unimodal knowledge retention: preserves the model’s
understanding of individual modalities.

could potentially skew the model’s performance on new data [24]. We formally
define this notion of unlearning in the multimodal context as follows:

Definition 1 (modality decoupling). Let (Ii, Ti) ∈ Df denote an image-
text pair marked for deletion from model f . The unlearned model f ′ achieves
effective modality decoupling when (Ii, Ti) ∈ Df becomes indistinguishable from
any unrelated image-text pair (Ip, Tq), p ̸= q sourced from Dr:

E
(Ii,Ti)∈Df ,(Ip,Tq)p ̸=q

[
ϕ
(
f ′(Ii, Ti)

)
− ϕ

(
f(Ip, Tq)

)]
= ϵ, (1)

where f(·) and f ′(·) generate multimodal representations of their inputs, ϕ is a
readout function (such as the concatenation operator, applied to a set of repre-
sentations), and ϵ is an infinitesimal constant.

To realize this property, we randomly draw unrelated image text pairs (Ip, Tq)
from Dr, and minimize the difference in multimodal associations between the
image-text pairs (Ii, Ti) ∈ Df and the unassociated image-text pairs (Ip, Tq).
This is achieved by minimizing the following distance:

LMD = Dis
({
f ′(Ii, Ti)|(Ii, Ti) ∈ Df

}
,{

f(Ip, Tq)|(Ip, Tp) ∈ Dr, (Iq, Tq) ∈ Dr, p ̸= q
})
, (2)

where Dis(·) can be mean squared error. By minimizing this loss, the model is
trained to forget or unlearn specific relationships in deleted pairs, making them
indistinguishable from unrelated or random data pairs. This is a crucial step
in ensuring that the unlearned model does not retain any knowledge about the
data it is supposed to forget.
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Multimodal Knowledge Retention This property requires that, the process
of unlearning Df does not adversely affect the learned multimodal knowledge
on the remaining dataset Dr. In other words, the multimodal knowledge related
to image-text pairs in Dr, i.e. f ′(Ir, Tr),∀(Ir, Tr) ∈ Dr, should preserve the
corresponding original knowledge, f(Ir, Tr), after the unlearning process. This
approach ensures that while specific data pairs are being unlearned, the overall
multimodal knowledge and capability of the model remain robust. Formally, we
define retention of multimodal knowledge as follows:

Definition 2 (multimodal knowledge retention). Let (Ir, Tr) ∈ Dr denote
an image-text pair that is “not” marked for deletion. The unlearning approach is
effective in retaining multimodal knowledge if it minimizes the deviation in the
multimodal knowledge between the unlearned model f ′ and the original model f :

E
(Ir,Tr)∈Dr

[
ϕ
(
f ′(Ir, Tr)

)
− ϕ

(
f(Ir, Tr)

)]
= ϵ, (3)

where the readout function ϕ is a vector combination operator (such as con-
catenation). We realize this property by minimizing the gap in the multimodal
knowledge between f ′ and f as follows:

LMKR = Dis
(
f ′(Ir, Tr), f(Ir, Tr)

)
, (Ir, Tr) ∈ Dr. (4)

Unimodal Knowledge Retention This property requires that the individual
unimodal representations of the data points (Ii, Ti) ∈ Df remain intact post
unlearning. The rationale is that although the inter-modal relationships are un-
learned through modality decoupling, Ii and Ti are still valid standalone image
and text data. Therefore, it is important that their unimodal representations are
preserved to retain the unimodal knowledge initially learned by f , i.e. fI(I) for
images and fT (T ) for texts. This property helps maintain the core knowledge
of individual modalities, and prevents unnecessary loss of information or the
need to relearn basic features from scratch post-unlearning. Formally, we define
unimodal knowledge retention as follows:

Definition 3 (unimodal knowledge retention). The unlearning process ef-
fectively retains the unimodal knowledge if it minimizes the discrepancy between
the unimodal representations produced by the unlearned model f ′ and the original
model f :

E
(Ii,Ti)∈Df

[
ψ
(
f ′I(Ii), f

′
T (Ti)

)
− ψ

(
fI(Ii), fT (Ti)

)]
= ϵ, (5)

where fI(·) and fT (·) generate unimodal representations for image and text data
respectively, the readout function ψ is a vector combination operator (such as
concatenation), and ϵ is an infinitesimal constant. Not that, although Eq. (5)
can be applied to all training data Dtrain, we only apply it to Df samples for
efficiency purpose. In fact, we expect unimodal knowledge on remaining data Dr

to be preserved in f ′ due to multimodal knowledge retention, discussed above.
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Thus, we minimize the following gap to realize unimodal knowledge retention:

LUKR = Dis

({[
f ′I(Ii); f

′
T (Ti)

]
|(Ii, Ti) ∈ Df

}
,
{[
fI(Ii); fT (Ti)

]
|(Ii, Ti) ∈ Df

})
,

(6)
where [; ] denotes vector concatenation. This loss aims to retain the core uni-
modal knowledge during training even after unlearning certain relationships.

We note that an alternative approach is to use the fusion module fF , while
freezing the unimodal encoders fI and fT . However, this can be limiting, espe-
cially for models like CLIP [53], which use nonparametric fusion modules (e.g.,
dot product) for modality interaction. There is also a risk that an adversarial
agent might exploit the original fF and can take advantage of the frozen image
and text representations. Therefore, we advocate for the strategy in LUKR but
encourage the adjustments to be minimal.

2.2 Optimization

The above loss functions correspond to different key properties for multimodal
unlearning. We integrate them through the following aggregate loss function,
which is optimized through stochastic gradient descent:

L = αLMD + βLMKR + γLUKR, (7)

where LMD realizes modality decoupling by ensuring that relations between data
pairs marked for deletion are unrelated by the model, LMKR realizes multimodal
knowledge retention by preserving the model’s overall multimodal knowledge,
and LUKR realizes unimodal knowledge retention by preserving the model’s
knowledge of individual modalities. This aggregated loss function effectively
unlearns specific data points while maintaining the general functionality and
knowledge of the original model. This balanced approach is crucial for the prac-
tical application of machine unlearning, particularly in settings where both data
unlearning and model performance are of importance.

3 Experimental Setup

Tasks and Datasets MultiDelete is flexible and broadly applicable to a wide
range of tasks, including generative ones. In this paper, we focus our evaluation
on several image-text and graph-text tasks across several datasets.

– Image-Text Retrieval (TR) and (IR) are the tasks of retrieving the
top-k relevant texts for a given image query (TR), and, vice versa, retrieving
the top-k relevant images for a given text query (IR). We use Flickr30K
dataset [1] for IR and TR.



MultiDelete for Multimodal Machine Unlearning 7

Table 1: Statistics of evaluated datasets.

Dataset Flickr30k SNLI-VE NLVR2 PGR

# images or graphs (I) 29.0K 29.8K 51.6K 4.0K
# texts (T ) 144.5K 462.7K 22.8K 4.0K
# I − T pairs 145.0K 529.5K 86.4K 4.0K

– Visual Entailment (VE) is an image-text entailment task, where the ob-
jective is to determine whether a given text hypothesis Ti entails, contradicts,
or is neutral with respect to a given image premise Ii. We use SNLI-VE
dataset [73] for VE.

– Natural Language for Visual Reasoning (NLVR) is the binary clas-
sification task of predicting whether a given text Ti accurately describes a
given pair of images (Ii,1, Ii,2). We use NLVR2 dataset [60] for NLVR.

– Graph-Text Classification is the task of classifying whether a text in-
dicates a specific (e.g. causal) relationship between two given entities in a
subgraph. We use PGR dataset [58], in which the target entities are phe-
notypes and genes, and the task is to determine if their relationship, as
described by the accompanying text, is causal or non-causal.

Baselines We compare MultiDelete to the following models:

– Retrain is retraining a new model f of same architecture from scratch
with the remaining data Df .

– FineTune [24] is an optimization-based and modality-agnostic approach
that unlearns data through continued fine-tuning. Specifically, it fine-tunes
f on Df with a larger learning rate, similar to catastrophic forgetting.

– NegGrad [24] is an optimization-based and modality-agnostic approach
that unlearns data using negative gradient. Specifically, it optimizes the orig-
inal loss function of training f on Df but reverses the direction of gradients
to unlearn these samples.

– DtD [49], Descent to Delete is a weight scrubbing-based and modality-
agnostic approach to unlearning. It assumes that the weights of f ′ are close
to the weights of f , trains f for a few more steps while adding Gaussian
noise to scrub the weights.

– L-codec [48] is a weight scrubbing-based and uni-modal (vision only or
text only) approach that approximates the Hessian matrix and performs a
Newton update step to scrub the parameters while adding noise to them.

– Erm-Ktp [40] is a retraining-based and uni-modal (vision only) approach
that unlearns data by retraining the model with extra parameters inserted af-
ter visual feature maps to entangle correlations between classes. This method
has been developed for machine unlearning in image classification.

– UL [29] is an optimization-based and unimodel (text only) approach that un-
learns data by maximizing the log likelihood of samples in Df . This method
has been developed for machine unlearning in language models.
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For each method, we also consider a variant where only the parameters of the
fusion module fF are updated during unlearning, while the rest of the model
remains frozen; this is inspired by recent works on Parameter-Efficient Tuning [5,
11,59]. We denote this setting by adding ‘-F’ to method names.

Evaluation Following previous works [11,21,30,67], we employ several standard
metrics to evaluate the unlearning efficacy of different methods:

– Test Set Performance (DTest ↑), which evaluates the unlearned model on
the original test setDTest. We follow previous work [35,36,66] to use mean re-
call (recall@1, recall@3, recall@10) for retrieval tasks and accuracy for other
tasks. Higher values indicate that the model maintains better performance
on the test set post unlearning.

– Deletion Set Performance (Df ↓), which evaluates the unlearned model
on the forget set Df . The metrics are the same as those on DTest, with the
difference that lower values indicate better performance.

– Membership Inference Vulnerability (MI ↑), which measures vulnera-
bility against membership inference (MI) attacks. Following previous work [11,
24], we evaluate the unlearned model f ′ in a blackbox MI setting, where the
adversarial agent only has access to the output distribution of f ′. An SVM
classifier is trained using validation data as negative samples and a similarly
sized subset of training data as positive samples [24]. We probe the existence
probability of the deleted data Df with the MI attacker before and after un-
learning, and report the ratio of prior-to-post existence probabilities. A lower
MI ratio indicates higher robustness to MI attacks and better protection to
the data marked for deletion.

Settings We assume that only the associations between (Ii, Ti) are deleted,
while individual Ii and Ti are not removed. For each dataset, we first train a
corresponding model with the full training set (DTrain). Then we randomly sam-
ple 5K data points from DTrain to create our deletion set Df . We evaluate the
unlearning methods across a range of deletion volumes, from 1K–5K samples
with step size of 1K; this Df/DTrain ratio matches the ratios used in previous
studies [11,12]. Tab. 1 shows statistics of the datasets and deleted data. We set
α, β, γ = 1 in Eq. (7). The original models f are trained until convergence before
being used for deletion experiments. For deletion, we select the best checkpoint
using validation set of each dataset. Supplementary materials provides additional
details.

Multimodal Architectures For image-text tasks, we use two popular pre-
trained vision-language transformers, ALBEF [36] and BLIP [35], and follow
their training and evaluation settings. For PGR, we employ the GCN [33] and
BERT [17] models used in [66] to obtain unimodal subgraph and text represen-
tations respectively. These representations are then fused using a feed-forward
network to obtain multimodal representations [66]. The unimodal and multi-
modal representations are concatenated and fed into a classifier for prediction.



MultiDelete for Multimodal Machine Unlearning 9

Table 2: Experimental results on image-text and graph-text datasets on ALBEF [36].
Performance shows average of recall@1, recall@3, recall@10 on Flickr30K-TR and
Flickr30K-IR, and accuracy on other datasets. Erm-Ktp inserts trainable parame-
ters to the vision encoder, causing the Erm-Ktp-F variant (’-F’ suffix in model titles
denotes variants where only fusion module parameters are updated during unlearning)
inapplicable. The best results are in bold and the second best results are underlined.
The Retrain performance is provided for reference purpose only. See supplementary
materials for additional results.

Method

Image-Text Graph-Text

Avg.Flickr30K SNLI-VE NLVR2 PGRIR TR

DTest Df DTest Df DTest Df DTest Df DTest Df DTest Df

Retrain 97.8 50.4 93.5 50.4 79.4 50.2 80.3 50.3 67.5 50.2 83.4 50.3

FineTune 96.7 50.4 94.1 50.4 79.1 50.5 80.3 49.8 67.4 49.9 83.5 50.2
FineTune-F 97.1 49.9 94.6 49.9 79.5 49.9 81.2 50.0 67.5 50.1 83.8 49.9
NegGrad 92.4 50.5 91.7 50.5 77.8 48.6 77.3 50.6 63.4 49.6 80.5 50.0
NegGrad-F 93.3 50.2 90.6 50.2 79.6 50.6 80.8 50.0 63.5 49.9 81.5 50.2
DtD 10.3 51.4 8.9 51.4 45.2 50.1 50.8 49.8 50.0 50.2 33.0 50.5
DtD-F 22.5 50.9 20.7 50.9 48.6 49.8 50.9 49.8 53.6 50.2 39.2 50.2
L-codec 83.5 50.0 78.5 50.0 56.7 49.9 55.3 52.7 57.8 48.8 66.3 50.3
L-codec-F 87.4 49.4 50.6 48.2 57.4 48.4 56.8 53.1 59.1 46.9 62.2 49.2
Erm-Ktp 57.4 48.7 56.2 49.0 53.2 48.9 52.9 50.8 N/A 54.9 49.3
Erm-Ktp-F N/A
UL 95.1 50.4 90.3 50.4 75.7 49.8 76.3 50.4 64.8 49.7 80.4 50.2
UL-F 94.4 50.2 94.1 50.2 79.1 49.7 76.8 50.4 66.1 48.8 82.1 49.8

MultiDelete 97.1 33.2 94.3 33.2 79.8 35.3 80.8 23.5 68.5 18.6 84.2 28.7
MultiDelete-F 96.8 34.4 94.1 34.5 79.5 36.3 80.4 26.4 67.7 19.5 83.7 30.2

4 Main Results

The results in Tab. 2 show that on average across all image-text tasks, Mul-
tiDelete achieves 88.0 on DTest, outperforming all baselines by 17.4 absolute
points. Furthermore, it achieves 31.1 on Df , outperforming all baselines by 17.6
absolute points. In addition, MultiDelete effectively reduces the likelihood
of deleted data (Df ) being identified, resulting in an average MI ratio of 1.3
across all tasks. These results indicate that MultiDelete can accomplish ef-
fective and targeted unlearning, while maintaining strong capability and utility
on downstream tasks. In addition, on PGR dataset, MultiDelete outperforms
baselines on DTest, outperforming FineTune by +1.1 points, NegGrad by
+5.1 points, DtD by +38.5 points, L-codec by +10.7 points, and UL by +3.7
points. In addition, MultiDelete achieves 18.6 on deleted data (Df ), signifi-
cantly outperforming the top-performing baseline model, L-codec (48.8). The
performance of MultiDelete on the original test set DTest is better that that
of Retrain by +1.0, see Tab. 2.

Comparison to Modality-agnostic Approaches Results in Tab. 2 show
that none of the existing modality-agnostic approaches is sufficient to unlearn
multimodal samples from trained models. Specifically, on DTest, MultiDelete
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outperforms FineTune, NegGrad, DtD, L-codec by +0.6, +3.3, +49.3 and
+19.6 average points respectively. The corresponding improvements on Df are
+19.0, +18.8, +19.4 and +19.4 points respectively. The lower performance of
these approaches show that they can’t remove learned multimodal dependencies.

Comparison to Unimodal Approaches Results in Tab. 2 show that uni-
modal unlearning approaches do not effectively translate to multimodal contexts.
Specifically, MultiDelete outperforms Erm-Ktp and UL by substantial mar-
gins of +33.2 and +3.8 absolute points on DTest, +18.0 and 19.0 absolute points
on Df . Updating the knowledge on one of the modalities results in drop on both
test set performance and model’s ability in forgetting Df . Therefore, merely
unlearning a single modality is inadequate for comprehensive unlearning in mul-
timodal settings, where removal of inter-modality association is anticipated.

Limitations of Scrubbing Methods and Retrain Our results in Tab. 2
show that scrubbing methods, despite with theoretical guarantee, fall short in
multimodal unlearning in practice; the scrubbing methods DtD and L-codec
achieve an average performance of 37.6 and 59.5, respectively, which are con-
siderably lower than that of FineTune (68.5) and NegGrad (67.5). They also
result in extremely low performance of 26.15 and 68.5 on DTest respectively.
In case of multimodal settings, we argue that scrubbing or noise addition dis-
rupts the original learned dependencies, particularly when model parameters are
shared, e.g. by nodes in graphs [11] or by different fused modalities. In unimodal
settings, where scrubbing methods are tested, since the encoder encompasses
most of the model parameters, scrubbing methods do not show strong influ-
ence on the performance of downstream tasks. MultiDelete even outperforms
Retrain by xx and xx absolute point on DTest and Df , respectively. As sev-
eral previous works have observed [11, 21, 23, 34], Retrain does not necessarily
serve as the gold standard for unlearning. These results indicate that matching
model parameters does not necessarily mean successful unlearning due to poten-
tial distribution discrepancy in model parameters, as noted by many previous
works [11,21,23,34,64].

Membership Inference Attack MultiDelete achieves a reduced proba-
bility of detecting deleted data (Df ) compared to before unlearning (see the
prior-to-post MI ratio in Tab. 2). This indicates that MultiDelete can better
protect the deleted data and is less susceptible to MI attacks. Specifically, Mul-
tiDelete outperforms non-scrubbing baselines (FineTune, NegGrad, Erm-
Ktp, UL) by 0.19 absolute points in MI ratio. We note that, although scrubbing
methods like DtD and L-codec show a significant decrease in existence prob-
ability (higher MI ratios) than non-scrubbing methods, the drop applies to all
data including both Dr and Df . This shows that the unlearning of scrubbing
methods is not targeted at a specific subset of data, but the entire data, which
signals a failed deletion.
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Table 3: Prior-to-post MI ratio on image-text datasets with the best-performing base-
line. The Retrain performance is provided for reference purpose only. See supple-
mentary materials for additional results.

Method Image-Text Graph-Text Avg.
Flickr-IR Flickr-TR SNLI-VE NLVR2 PGR

Retrain 1.10 1.10 1.05 1.07 1.09 1.08

L-codec 1.21 1.21 1.23 1.23 1.07 1.19
L-codec-F 1.22 1.22 1.26 1.26 1.09 1.21

MultiDelete 1.27 1.27 1.30 1.25 1.24 1.27
MultiDelete-F 1.25 1.25 1.26 1.21 1.20 12.4

All Key Properties Contribute to Unlearning Through an ablation study,
we assess the individual contributions of the key properties proposed in Multi-
Delete: modality decoupling (MD), multimodal knowledge retention (UKR),
and unimodal knowledge retention (MKR). Tab. 4 shows that excluding MD
results in a significant decline in model’s ability in distinguishing between Df

and Dr, with performance dropping from 76.5 to 50.3 (−26.2). Both UKR and
MKR serve as objectives for maintaining the original knowledge acquired by the
model, targeting at Df and Dr respectively. The exclusion of UKR and MKR
lead to performance drops of 0.5 and 6.6 on downstream tasks respectively.
The more substantial impact observed by removing MKR can be attributed to
two factors: (1) Dr usually has a much larger size than Df , leading to a much
larger influence for MKR; and (2) downstream tasks tend to rely more heavily
on multimodal knowledge than unimodal knowledge, making MKR crucial for
maintaining model performance.

Utility of Unimodal Knowledge We highlight that the multimodal unlearn-
ing in MultiDelete can retain the utility of unimodal embeddings. We train
unimodal image and text classifiers gI on f(I), and test the classifiers with the
unimodal embeddings after unlearning, namely f ′(I). This experiment can show
how much unlearning preserves the utility of unimodal embeddings f ′(I) after
unlearning, where an optimal unlearning method should yield same performance
for gI(f(I)) and gI(f ′(I)). Tab. 5 MultiDelete outperforms the best baseline
(FineTune) by +0.4 in accuracy, while removing UKR in optimization leading
to dramatic drop by −5.7.

Updating All Parameters vs. Fusion Module Only We experiment whether
updating all model parameters or just those of the modality fusion module is
more effective for unlearning. We denote these two approaches as Method (up-
dating all parameters) and Method-F (updating only the fusion module param-
eters). For MultiDelete, focusing solely on updating fF (the fusion module)
is somewhat akin to bypassing the optimization for LUKR, though not exactly the
same. We find that this version of MultiDelete exhibits less fluctuation in per-
formance on DTest during training but tends to converge more slowly on Df |Dr
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Table 4: Ablation study of unlearning objectives of MultiDelete. All three objec-
tives contributes to both downstream performance on DTest and forgetting Df .

NLVR2 PGR

DTest Df DTest Df

Retrain 80.3 50.3 67.5 50.2

Full model 80.8 23.5 67.8 18.6

- MD 80.3 50.3 67.5 49.3
- UKR 79.2 25.8 66.3 22.6
- MKR 77.1 25.6 64.8 23.7

Table 5: Accuracy of image classification using unimodal embeddings after unlearning.

FineTune NegGrad DtD L-codec UL MultiDelete w/o UKR

Acc. 83.2 81.7 43.8 55.2 82.7 83.6 77.9

compared to the full version of MultiDelete. For scrubbing-based meth-
ods (DtD, L-codec), updating all the parameters results in a complete loss
previously acquired knowledge, resulting in random performance across all tasks.
Conversely, targeting only the fusion modules for scrubbing helps retain perfor-
mance on downstream tasks. This suggests that (a) robust unimodal knowledge
plays a critical role in multimodal tasks, and (b) the fusion module is more re-
silient to noise or minor perturbations than the unimodal encoders. However,
neither approach significantly aids the model in distinguishing Df from Dr or
in protecting Df against MI attacks. For modality-agnostic approaches,
we observe negligible differences between the two strategies, with a marginal
performance gap of less than 0.6 absolute points. This indicates that for these
methods, the strategy chosen for parameter updating has minimal impact on
overall performance.

Efficiency For training time, Fig. 2 presents a comparative analysis of the
training times for MultiDelete and Retrain across datasets with an increas-
ing size of |Df |. The results indicate that MultiDelete is efficient to run, and
exhibits a linear growth in running time as |Df | increases. This trend illustrates
MultiDelete’s scalability and effectiveness in managing larger volumes of data
marked for deletion. For trainable parameters, several works have optimized
unlearning in an parameter-efficient manner [5, 11, 21], similar to parameter-
efficient fine-tuning [19, 59]. We argue that MultiDelete-F only optimizes a
small portion of the parameters, while delivering comparable performance as the
full model with trivial gap.

Why MultiDelete works We attribute the superior performance of Multi-
Delete to the three proposed properties. MD aims at relaxing the dependencies
between (Ii, Ti) pairs, while MKR and UKR preserve the acquired knowledge.
Compared to existing unimodal approaches, MD can remove the relationships
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Fig. 2: Training time of unlearning methods.

between data modalities. Compared to existing modality-agnostic approaches,
MKR and UKR maintains the capability of model on multimodal tasks. Collec-
tively, all three properties contribute to the success of unlearning, where strong
downstream performance and successful targeted forgetting are desired in the
same time.

5 Related work

Machine Unlearning Existing machine unlearning research can be categorized
into four classes. (a): Efficient retraining methods retrain models on partitioned
data and learn to combine the predictions from each sharded model to maintain
performance [2, 7, 20, 44, 71, 72]. Training on partitioned multimodal data may
inversely affect the dependencies between modalities, lead to overfitting, be inef-
ficient and not scalable. (b) Weight scrubbing methods adopt a one-shot weight
update followed by added noise to model weights, whose probability distribution
is indistinguishable from that of a model retrained from scratch with theoretical
guarantee [3, 24, 25, 28, 42, 49, 61, 70]. However, the assumption of strongly con-
vex loss cannot be guaranteed in multimodal setting. Added noise may affect the
modality dependencies of all data points and poor empirical performance [64]. (c)
Teacher-student unlearning: centers on making the student (unlearned model) to
follow the teacher on deleted data. The teacher can be a separate model [68], the
opposite direction of the original model [34], an untrained model [15], random
node pairs [11], a random label [21], an error matrix [62].

Unlearning in Vision Certified data removal [25] views image classifiers as
frozen feature extractors and linear classifiers and derives a Newton update step
to remove information. Boundary Unlearning [6] tackles the problem of unlearn-
ing an entire class by shifting the decision boundary, either shrinking or expand-
ing the original boundary. ERM-KTP [40] inserts entanglement-reduced mask
(ERM) layers and retrains the model, incorporated during training and doesn’t
handle existing trained models. MUter [43] proposes a close-form solution for
unlearning on adversarially trained vision models based on influence measure.

Unlearning in Language KGA [67] aligns the knowledge gap between the
deleted data and remaining data of the unlearned model with a separate model
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trained with extra data. However, obtaining high quality data from the same
distribution may not be easy, especially in multimodal setting. Other methods
include negative gradient [29], encouraging model to generate dissimilar text to
ground truth [31], making samples unlearnable [37]. EUL [5] maximizes the dif-
ference between the unlearning model and original model on the deleted samples.

Unlearning in Graphs GraphEraser [8] re-trains multiple models on par-
titioned graphs, which removes structural information and hurt performance.
CGU [13], CEU [70] and Projector [16] assume linear underlying models,
which limits their practical performance and applicability. GNNDelete [11] per-
forms local update to fulfill Deleted Edge Consistency and Neighborhood Influ-
ence. D2DGN [56] formulates unlearning as distillation from the original model.

Other Unlearning Work Other approaches include sparsity [21, 30, 46] and
operations on gradient [27,65], training with ability to unlearn in mind [40,74], in
continual learning setting [41], for recommender systems [4, 38, 39], in Bayesian
models [50], without accessing training data [14], for shallow models [22, 54],
handling a sequence of deletion requests [26], for regression models [63], verifica-
tion [57], vulnerability to attack [75], under federated setting [51], trade-off with
reverting decisions [52], and benchmarking [10,47]. Applications of unlearning in-
clude removing bias [9,55], text generation [45], alleviating backdoor attack [69],
and conducting data poison attack [18]..

6 Conclusion

This work formulates the problem of multimodal unlearning and introduces
MultiDelete–the first multimodal unlearning approach that is task and ar-
chitecture agnostic, and is efficient to use. It implements three key properties
for effective multimodal unlearning: (a): modality decoupling, which aims to
decouple the association between individual unimodal data points marked for
deletion, rendering them as unrelated data points, (b): multimodal knowledge
retention, which retains the multimodal representation capability of the model
post-unlearning, and (c): unimodal knowledge retention, which retains the uni-
modal representation capability of the model post-unlearning. Through extensive
experiments across image-text and graph-text tasks and several datasets and
architectures, we show that MultiDelete reliably unlearn multimodal rela-
tionships, and outperforms existing modality-agnostic and unimodal unlearning
methods in maintaining downstream performance, and distinguishing between
deleted data and remaining data. In addition, we show that the model can main-
tain the multimodal and unimodal knowledge post unlearning, can provide better
protection to unlearned data, and is robust against adversarial attacks.
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