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Abstract. We present an Encoder-Decoder Attention Transformer, ED-
AFormer, which consists of the Embedding-Free Transformer (EFT) en-
coder and the all-attention decoder leveraging our Embedding-Free At-
tention (EFA) structure. The proposed EFA is a novel global context
modeling mechanism that focuses on functioning the global non-linearity,
not the specific roles of the query, key and value. For the decoder, we
explore the optimized structure for considering the globality, which can
improve the semantic segmentation performance. In addition, we propose
a novel Inference Spatial Reduction (ISR) method for the computational
efficiency. Different from the previous spatial reduction attention meth-
ods, our ISR method further reduces the key-value resolution at the infer-
ence phase, which can mitigate the computation-performance trade-off
gap for the efficient semantic segmentation. Our EDAFormer shows the
state-of-the-art performance with the efficient computation compared to
the existing transformer-based semantic segmentation models in three
public benchmarks, including ADE20K, Cityscapes and COCO-Stuff.
Furthermore, our ISR method reduces the computational cost by up to
61% with minimal mIoU performance degradation on Cityscapes dataset.
The code is available at https://github.com/hyunwoo137/EDAFormer.

Keywords: Semantic segmentation · Embedding-free self-attention · In-
ference spatial reduction

1 Introduction

Semantic segmentation, which aims to obtain the accurate pixel-wise predic-
tion for the whole image, is one of the most fundamental tasks in the computer
vision [28,37] and is widely used in various downstream applications [10,11,29].
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From the CNN-based models [4,26,36,37,42,44] to the transformer-based mod-
els [21, 35, 48, 50, 51, 53, 60, 66], semantic segmentation models have been intro-
duced in different structures. However, compared to other tasks, the semantic
segmentation has a large amount of computation, as it treats the high resolution
images and requires the per-pixel prediction decoder. Therefore, it is a significant
challenge to explore the efficient structure for this task.

With the great success of the Vision Transformer [19] (ViT), recent semantic
segmentation models [5,17,23,38,40,41,45,55–57] mainly utilize the transformer-
based structure to improve the performance by modeling the global context
via the self-attention mechanism, and various advanced self-attention structures
[6, 18, 20, 22, 25, 30, 31, 33, 39, 57, 61, 63] have been introduced. In this paper,
we analyze the general self-attention mechanism as two parts. The first is that
the input feature is assigned the specific roles as the query, key and value by
embedding the input features through the linear projection with the learnable
parameters. The second is functioning as a global non-linearity, which obtains
the attention weight between the query and the key via the softmax and then
projects the attention weight into the value. We focus on that the real important
part of global context modeling is the global non-linear functioning, not the
specific roles (i.e., the query, key, and value) assigned to the input feature. We
found that the simple but effective method, which removes the specific roles
of the input feature, rather improves the performance. Therefore, we propose
a novel self-attention structure, Embedding-Free Attention (EFA), which omits
the embeddings of the query, key and value.

With this powerful module, we also propose a semantic segmentation model,
Encoder-Decoder Attention Transformer (EDAFormer), which is composed of
the proposed Embedding-Free Transformer (EFT) encoder and the all-attention
decoder. For the encoder, we adopt the hierarchical structure, and leverage our
EFA module in the transformer blocks that effectively extract the global context
features. For the decoder, inspired by [23, 27, 65], our all-attention decoder not
only leverages our EFA, which effectively extracts the global context, but also
is explored which level features need more global attention in the decoder. We
empirically found that the higher level feature is more effective to consider the
global context. Therefore, we design the all-attention decoder that leverages the
more number of EFA modules to the higher level feature.

In addition, this paper addresses the issue of requiring additional training in
the different structures whenever lighter (or less lightweight) models for lower
computation (or higher accuracy). This issue causes user inconvenience and lim-
its the versatility of lightweight methodologies.

To solve this issue, we introduce a novel Inference Spatial Reduction (ISR)
method that reduces the key-value resolution more at the inference phase than
at the training phase. Our ISR exploits the Spatial Reduction Attention (SRA)-
based structure in a completely different perspective with the existing SRA-based
models [43,50,51,53,55], as we focus on making the reduction ratio different at
training and inference. Through our method, the query learns a larger amount of
the key and value information during training, and better copes with the reduced
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key and value during inference. This has the following two advantages. (1) Our
method reduces the computational cost with little degradation in performance.
(2) Our method allows to selectively adjust various computational costs of one
pretrained model.

We demonstrate the effectiveness of the proposed method in terms of the com-
putational cost and performance on three public semantic segmentation bench-
marks. Compared to the transformer-based semantic segmentation models, our
model achieve the competitive performance in terms of the efficiency and the
accuracy. Our contributions are summarized as follows:

– We propose a novel embedding-free attention structure that removes the
specific roles of the query, key, and value but focuses on global non-linearity,
thus achieving strong performance.

– We introduce a semantic segmentation model, EDAFormer, which is designed
with the EFT encoder and the all-attention decoder. Our decoder exploits
the more number of the proposed EFA module at the higher level to capture
the global context more effectively.

– We propose a novel ISR method for the efficiency, which enables to reduce
the computational cost with less degradation in performance at the infer-
ence phase and allows to selectively adjust the computational cost of the
pretrained transformer model.

– Our EDAFormer outperforms the existing transformer-based semantic seg-
mentation models in terms of the efficiency and the accuracy on three public
semantic segmentation benchmarks.

2 Related Works

2.1 Attention for Global Context

The importance of modeling the global context has been demonstrated by
the self-attention mechanism in the transformer. Beyond the general attention
method, various attention methods have been studied. [50,51] proposed the spa-
tial reduction attention mechanism, which reduces the key-value resolution for
efficiency. [54] leveraged the pyramid pooling to reduce the key-value in multi-
scale resolution. Based on the spatial reduction attention structure, [22, 63, 64]
exploited the convolutional layer in the attention. The window-based attention
method [34,35] considered the local window regions for efficiency. [12] proposed
the local window attention with global attention. The convolution-based atten-
tion [14, 22, 53, 55] used the convolutional operation to consider local context
with global context. The channel reduction attention method [27] reduced the
query and key channels. However, all these self-attention methods are based on
the query, key and value embeddings. Different from these methods, we propose
the efficient Embedding-Free Attention module by focusing on that the global
non-linearity is important in the attention mechanism.
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Fig. 1: (a) Overall architecture of the proposed EDAFormer, consisting of two main
parts: an EFT encoder and an all-attention decoder. The encoder and decoder of
EDAFormer are designed with the query, key and value embedding free attention struc-
ture. (b) Details of the EFT block that contains EFA module.

2.2 Transformer-based Semantic Segmentation

Since ViT [19] achieved the great performance in the image classification
task, the transformer-based architectures have also been studied on the seman-
tic segmentation, one of the most fundamental vision tasks. SETR [66] was the
first semantic segmentation model to adopt the transformer architecture as a
backbone with convolutional decoder. Beyond introducing the effective encoder
structures, recent method [55] proposed the efficient encoder-decoder structures
for the semantic segmentation. SegFormer [55] introduced a mix transformer
encoder and a purely MLP-based decoder. FeedFormer [43] introduced a cross
attention-based decoder to refer the low-level feature information of the trans-
former encoder. VWFormer [56] used the transformer encoder and exploited the
window-based attention for considering the multi-scale representation in the de-
coder. We introduce the efficient Encoder-Decoder Attention TransFormer model
for the semantic segmentation to effectively capture the global context at both
the encoder and the decoder.

3 Proposed Method

This section introduces our Encoder-Decoder Attention Transformer (EDAF-
ormer), which is composed of the Embedding-Free Transformer (EFT) encoder
and the all-attention decoder. Additionally, we describe our Inference Spatial
Reduction (ISR) method that can reduce the computational cost effectively.

3.1 Overall Architecture

EDAFormer. As shown in Fig. 1 (a), we leverage a hierarchical encoder struc-
ture, which is effective in the semantic segmentation task. When the input
image is I ∈ RH×W×3, the output feature of each stage is defined as Fi ∈
R

H

2i+1 × W

2i+1 ×Ci , where i ∈ {1, 2, 3, 4} denotes the index of the encoder stage, and
C is the channel dimension. At each stage, the features are first downsampled
by the patch embedding block before being input to the transformer block.
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Fig. 2: Comparison of the previous
method and our EFA.

As illustrated in Fig. 1 (b), our trans-
former block structure of the encoder is
composed of the Embedding-Free Attention
(EFA) and the Feed-Forward Layer (FFL).
As shown in Fig. 2 (b), our EFA module
omits the linear projection for the query
Q, key K and value V embeddings, which
are lightweight and effectively extracts the
global context. Additionally, we adopt the
spatial reduction attention (SRA) structure
[51] to leverage our ISR in the inference
phase. We use the non-parametric opera-
tions and the average pooling to reduce the
key-value spatial resolution, which has less impact on performance with the spa-
tial reduction in the inference phase. The EFA module is formulated as follows:

Q = xin, K = V = SR(xin, R),

Att = softmax(Q · KT /
√
dk), xout = Att · V,

(1)

where SR and R denote the spatial reduction via the average pooling and the
reduction ratio, respectively. xin is directly used as the query, and the spa-
tial reduced features are used as the key-value. In the part where the softmax
function is used for similarity scores between the query and the key, the global
non-linearity can be applied to the input features, allowing the global context
extraction without the specific roles of the query, key, and value. Then, the FFL
is formulated as follows:

FFL(xin) = Linear((DW(Linear(xin))), (2)

where DW indicates the depth-wise convolution. As the EFA and FFL are con-
nected sequentially, the whole process of our EFT block is formulated as:

z = EFA(LN(xin)) + xin,

xout = FFL(LN(z)) + z,
(3)

where z is the intermediate features, and LN is a layer normalization. This
embedding-free structure is effective for the classification and the semantic seg-
mentation. In addition, we empirically find that our embedding-free structure is
effective for our ISR in terms of considering the trade-off between the computa-
tion and the performance degradation.
All-attention decoder. As previous models [23, 58, 65] have demonstrated,
applying the SRA to the encoder features in the decoder is effective for capturing
the global semantic-aware features. We thus design an all-attention decoder,
which consists of EFT blocks at all of the decoder stages. We also explore the
optimal structure of the decoder for using EFT blocks. As a result, applying more
attention blocks to the high-level features was effective for capturing globally
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Fig. 3: Overview of our ISR method at the encoder stage-1. Our ISR applies the
reduction ratio at the inference, reducing the key and value tokens selectively. This
framework can be performed at every stage that contains the self-attention structure. It
leads to flexibly reduce the computational cost without disrupting the spatial structure.

more semantic informative features. As shown in Fig. 1 (a), our decoder has
a hierarchical structure that utilizes 3, 2, and 1 EFT blocks at the 1st to 3rd
decoder stages, respectively. This structure is composed of a larger number of
transformer blocks compared to the decoders of the previous transformer-based
segmentation models, but has lower computational costs compared to previous
models because the EFT block is lightweight.

In the all-attention decoder, the output features Fi of each encoder stage
i ∈ {2, 3, 4} are first fed into the EFT blocks in each decoder stage j ∈ {3, 2, 1},
where j denotes the index of the decoder stages. Then, the features F̂j ∈
RHj×Wj×Cj of each decoder stage are up-sampled to H2 × W2 resolution us-
ing the bilinear interpolation. These up-sampled features Uj ∈ RH2×W2×Cj are
then concatenated and passed to linear layers for fusion. Finally, the final pre-
diction mask is projected into the number of classes Ccls mask by another linear
layer. This process is formulated as:

F̂j = EFT(LN(Fi)) + Fi, ∀i

Uj = Upsample(F̂j), Fc = Concat(Uj), ∀j
M = Linear(Linear(Fc)),

(4)

where M ∈ RH2×W2×Ccls is the final prediction mask.

3.2 Inference Spatial Reduction Method

Different from previous SRA, our inference spatial reduction (ISR) method
reduces the key-value spatial resolution at the inference phase. Our method
achieves the computational efficiency by changing the hyperparameter associated
with the ‘reduction ratio R’ of the average pooling in the EFA module. Our
ISR can be used in the self-attention structures because the self-attention has a
special structure where reducing the resolution of key and value does not affect
the shape of the input and output features. Due to this structure, the reduction
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ratio can be adjusted during inference without affecting the resolution of the
input and output features.

However, reducing the key and value resolution largely at training has the
advantage of computational efficiency, but leads to the performance degrada-
tion because the query cannot consider enough information from the key and
value. To address this issue, our ISR alleviates the trade-off gap between the
computational cost and the accuracy by reducing the resolution of the key and
value at inference. In this part, we describe that our ISR is applied to the our
EDAFormer, which is the optimized architecture for applying our ISR effectively.

As shown in Fig. 1, our EDAformer uses the proposed transformer blocks in
both encoder-decoder structures. Each pooling-based SRA used in each encoder
stage and decoder stage has a corresponding reduction ratio setting that reduces
the key and value resolution. At training as illustrated in Fig. 3, the reduction
ratios tiE of each encoder stage are set to

[
8, 4, 2, 1

]
, which are the default

setting of other previous models [50,51,55] using SRA. The reduction ratios tjD
of the decoder stage that takes each encoder features are set to

[
1, 2, 4

]
, which

are equal to the reduction ratios of the corresponding encoder stage. tE and tD
denote the reduction ratio of the encoder and decoder at training, respectively.
The computational complexity of the previous attention is as follows:

Ω(SRA) = 2
(hw)2

r2
c, (5)

where Ω and SRA denote the computational complexity and the spatial reduction
attention. h, w and c represent the height, the width and the channel of the
features, respectively. r is the reduction ratio at training phase.

Under these reduction ratio settings, we train our EDAFormer to get pre-
trained weights. After that, at inference phase, it is possible to optionally adjust
the inference computational reduction by selecting the reduction ratios at the
discretion of the user. As shown in Fig. 3, riE and rjD denote the reduction ratio
of the encoder and decoder at inference, respectively. They are formulated as:

riE = tiE × aiE , ∀i
rjD = tjD × ajD, ∀j

(6)

where aiE and ajD denote the additional reduction ratio of the encoder and de-
coder at inference, respectively. After applying our ISR, the computational com-
plexity is as follows:

Ω(ISR(SRA)) = 2
(hw)2

r2a2
c, (7)

where ISR is the inference spatial reduction and a is the additional reduction ra-
tio at inference. Therefore, one of the advantage of our ISR is that it is simple to
obtain the computational reduction on the pretrained model without additional
training. Our ISR reduces the performance degradation compared with reducing
by r2a2 at training. Empirically, the optimal setting is

[
16,8,2,1

]
-
[
2,4,8

]
in the

encoder-decoder, which has the best reduction ratio of the performance degra-
dation to the computational cost reduction.
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Method Params (M) ADE20K Cityscapes COCO-Stuff
GFLOPs ↓ mIoU (%) ↑ GFLOPs ↓ mIoU (%) ↑ GFLOPs ↓ mIoU (%) ↑

Segformer-B0 [55] 3.8 8.4 37.4 125.5 76.2 8.4 35.6
FeedFormer [43] 4.5 7.8 39.2 107.4 77.9 - -
VWFormer-B0 [56] 3.7 5.1 38.9 - 77.2 5.1 36.2

EDAFormer-T (w/o ISR) 4.9 5.6 42.3 151.7 78.7 5.6 40.3
EDAFormer-T (w/ ISR) 4.9 4.7 42.1 94.9 78.7 4.7 40.3

OCRNet [16] 70.5 164.8 45.6 1296.8 81.1 - -
Swin UperNet-T [35] 60.0 236.0 44.4 - - - -
ContrastiveSeg [49] 58.0 - - - 79.2 - -
SenFormer [2] 144.0 179.0 46.0 - - - -
Segformer-B2 [55] 27.5 62.4 46.5 717.1 81.0 62.4 44.6
ProtoSeg [68] 90.5 - 48.6 - 80.6 - 42.4
MaskFormer [9] 42.0 55.0 46.7 - - - -
Mask2Former [8] 47.0 74.0 47.7 - - - -
FeedFormer-B2 [43] 29.1 42.7 48.0 522.7 81.5 - -
VWFormer-B2 [56] 27.4 38.5 48.1 - 81.7 38.5 45.2

EDAFormer-B (w/o ISR) 29.4 32.0 49.0 605.9 81.6 32.0 45.9
EDAFormer-B (w/ ISR) 29.4 29.4 48.9 452.9 81.6 29.4 45.8

Table 1: Comparison with the transformer-based state-of-the-art semantic segmenta-
tion model on three public datasets. GFLOPs are computed using 512×512 resolutions
for ADE20K and COCO-Stuff, and 2048× 1024 resolutions for Cityscapes.

4 Experiment

4.1 Experimental Settings

Datasets. ADE20K [67] is a challenging scene parsing dataset captured at in-
doors and outdoors. It consists of 150 semantic categories, and 20,210/2,000/3,352
images for training, validation, and testing. Cityscapes [13] is an urban driving
scene dataset that contains 5,000 fine-annotated images with 19 semantic cate-
gories. It consists of 2,975/500/1,525 images in training, validation, and test sets.
COCO-Stuff [3] is a challenging dataset, which contains 164,062 images labeled
with 172 semantic categories.
Implementation details. The mmsegmentation codebase was used to train
our model on 4 RTX 3090 GPUs. We pretrained our encoder on ImageNet-
1K [15], and our decoder was randomly initialized. For classification and seg-
mentation evaluation, we adopted Top-1 accuracy and mean Intersection over
Union (mIoU), respectively. We applied the same training settings and data
augmentation as PVTv2 [50] for ImageNet pretraining. We applied random hor-
izontal flipping, random scaling with a ratio of 0.5-2.0 and random cropping
with the size of 512×512, 1024×1024, and 512×512 for ADE20K, Cityscapes,
and COCO-Stuff, respectively. The batch size was 16 for ADE20K and COCO-
Stuff, and 8 for Cityscapes. We used the AdamW optimizer for 160K iterations
on ADE20K, Cityscapes and COCO-Stuff.

4.2 Comparison with State-of-the-art Methods
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Models Params (M) GFLOPs Top-1 Acc. (%)

RSB-ResNet-18 [26,52] 12 1.8 70.6
PVTv2-B0 [51] 3.4 0.6 70.5
MiT-B0 [55] 3.7 0.6 70.5

EFT-T (Ours) 3.7 0.6 72.3

ResNet50 [26] 25.5 4.1 78.5
RSB-ResNet-152 [26,52] 60.0 11.6 81.8
DeiT-S [47] 22.0 4.6 79.8
PVT-Small [50] 25.0 3.8 79.8
PVTv2-B2 [51] 25.4 4.0 82.0
MiT-B2 [55] 25.4 4.0 81.6
T2T-ViT-14 [62] 21.5 4.8 81.5
TNT-S [24] 23.8 4.8 81.5
ResMLP-S24 [46] 30.0 6.0 79.4
Swin-Mixer-T/D6 [35] 23.0 4.0 79.7
Visformer-S [7] 40.2 4.8 82.1
gMLP-S [32] 20.0 4.5 79.6
PoolFormer-S36 [59] 31.0 5.0 81.4
EfficientFormer-L3 [30] 31.3 3.9 82.4
FasterViT-0 [25] 31.4 3.3 82.1

EFT-B (Ours) 25.4 4.2 82.4

Table 2: Comparison with the pre-
vious models on ImageNet. GFLOPs
were computed with 224×224.

Semantic segmentation. In Table 1,
we compared our EDAFormer with the
previous transformer-based methods on
three public datasets. The comparison
includes the parameter size, FLOPs,
and mIoU performance. Our lightweight
model, EDAFormer-T (w/ ISR), showed
42.1%, 78.7% and 40.3% mIoU, and our
larger model, EDAFormer-B (w/ ISR),
yielded 48.9%, 81.6% and 45.8% mIoU on
each dataset. Compared to previous meth-
ods, both of our EDAFormer achieved the
state-of-the-art performance with the effi-
cient computation.
EFT encoder on ImageNet. In Ta-
ble 2, we compared our Embedding-Free
Transformer (EFT) encoder with the ex-
isting models on ImageNet-1K classification. Our EFT achieved higher perfor-
mance than other transformer models. This result indicates that our EFT back-
bone is effective in the classification task by considering the spatial information
globally even without the embeddings of the query, key and value.

4.3 Effectiveness of our EFA at Decoder

To verify the effectiveness of considering the globality at the decoder, we com-
pared the different operations at the Embedding-Free Attention (EFA) position
of the EFT block in Table 3 (a). The applied operations are the local context
operation (i.e., DW Conv, Conv) and the global context operation (i.e., w/
embedding attention, w/o embedding attention). Our w/o embedding structure
improved 1.6% and 2.4% mIoU compared to the depth-wise convolution and
the standard convolution, respectively. These results show that capturing the
global context in the decoder is important for the mIoU performance improve-
ment. While w/ embedding method outperformed the local context operation
by capturing global context, our EFA further improved mIoU by 0.8% with the
lightweight model parameter and FLOPs. This indicates that our EFA module
better models the global context.

4.4 Structural Analysis of our All-attention Decoder

Our decoder, a {3-2-1} structure, is the hierarchical structure with six EFT
blocks that assigns more attention blocks to high-level semantic features. In
Table 3 (b), we verified the effectiveness of our decoder structure compared with
three cases. The case of {2-2-2} structure assigned two EFT blocks equally to
all decoder stages. The cases of {1-2-3}, {1-4-1} and our {3-2-1} allocated more
EFT blocks to the decoder stage-3, 2 and 1, respectively. As a result, our {3-
2-1} structure assigning more attention to higher level features shows better
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(a) Effectiveness of our EFA for the decoder

Operation Params (M) ADE20K
GFLOPs mIoU(%)

DW Conv 4.5 5.1 40.7
Conv 6.6 6.0 39.9
w/ embedding 5.7 6.1 41.5
w/o embedding 4.9 5.6 42.3

(b) Ablation on the number of EFA at each decoder stage

Stage-1 Stage-2 Stage-3 Params (M) ADE20K
GFLOPs mIoU(%)

2 2 2 4.6 5.7 41.5
1 2 3 4.2 5.8 40.6
1 4 1 4.4 5.7 40.5
3 2 1 4.9 5.6 42.3

Table 3: Ablation studies of our all-attention decoder structure on the validation set
of ADE20K. Our EFT encoder is used as the backbone.

[
r1E , r

2
E , r

3
E , r

4
E

]
-
[
r1D, r2D, r3D

]
Reduction ratio

Params (M)
ADE20K Cityscapes COCO-Stuff

Train Inference GFLOPs ↓ mIoU (%) ↑ GFLOPs ↓ mIoU (%) ↑ GFLOPs ↓ mIoU (%) ↑

(a) EDAFormer-T with the different reduction ratio at inference.

[
8, 4, 2, 1

]
-
[

1, 2, 4
]

[
8, 4, 2, 1

]
-
[

1, 2, 4
]† 4.9 5.6 42.3 151.7 78.7 5.6 40.3[

8, 4, 2, 1
]
-
[

2, 4, 8
]

4.9 5.3 (-5.4%) 42.2 (-0.1) 133.6 (-11.9%) 78.7 (-0.0) 5.3 (-5.4%) 40.3 (-0.0)[
16, 8, 2, 1

]
-
[

2, 4, 8
]

4.9 4.7 (-16.1%) 42.1 (-0.2) 94.9 (-37.4%) 78.7 (-0.0) 4.7 (-16.1%) 40.3 (-0.0)[
16, 8, 4, 2

]
-
[

2, 4, 8
]

4.9 4.1 (-26.8%) 41.3 (-1.0) 59.1 (-61.0%) 78.1 (-0.6) 4.1 (-26.8%) 39.1 (-1.2)[
16, 8, 4, 2

]
-
[

2, 4, 8
]∗ 4.9 4.1 (-26.8%) 42.1 (-0.2) 59.1 (-61.0%) 78.6 (-0.1) 4.1 (-26.8%) 40.2 (-0.1)

(b) EDAFormer-B with the different reduction ratio at inference.

[
8, 4, 2, 1

]
-
[

1, 2, 4
]

[
8, 4, 2, 1

]
-
[

1, 2, 4
]† 29.4 32.0 49.0 605.9 81.6 32.0 45.9[

8, 4, 2, 1
]
-
[

2, 4, 8
]

29.4 31.3 (-2.2%) 48.9 (-0.1) 569.0 (-6.1%) 81.6 (-0.0) 31.3 (-2.2%) 45.8 (-0.1)[
16, 8, 2, 1

]
-
[

2, 4, 8
]

29.4 29.4 (-8.1%) 48.9 (-0.1) 452.9 (-25.3%) 81.6 (-0.0) 29.4 (-8.1%) 45.8 (-0.1)[
16, 8, 4, 2

]
-
[

2, 4, 8
]

29.4 26.6 (-16.9%) 48.3 (-0.7) 298.1 (-50.8%) 81.4 (-0.2) 26.6 (-16.9%) 45.0 (-0.9)[
16, 8, 4, 2

]
-
[

2, 4, 8
]∗ 29.4 26.6 (-16.9%) 48.7 (-0.3) 298.1 (-50.8%) 81.6 (-0.0) 26.6 (-16.9%) 45.7 (-0.2)

Table 4: Computation and performance of our model on three standard benchmarks. †

indicates that the same reduction ratio is applied at training and inference. ⋆ indicates
the fine-tuning. Bold is optimal inference reduction ratio for our EDAFormer.

performance of 0.8%, 1.7%, 1.8% mIoU compared to {2-2-2},{1-2-3}, and {1-4-
1}, respectively. These results indicate that allocating the additional attention
layers to the higher level features, which contain richer semantic information, is
more effective for semantic segmentation performance.

4.5 Effectivness of our ISR in our EDAFormer

In Table 4, we verified the effectiveness of our Inference Spatial Reduction
(ISR) method in the proposed EDAFormer-T and EDAFormer-B, and empiri-
cally found the optimal reduction ratio. At training, our EDAFormer was trained
with the base setting of

[
8,4,2,1

]
-
[
1,2,4

]
. At inference, We experimented on ap-

plying our ISR to only decoder (i.e.
[
8,4,2,1

]
-
[
2,4,8

]
), part of the encoder-decoder

(i.e.
[
16,8,2,1

]
-
[
2,4,8

]
), and all of the encoder-decoder (i.e.

[
16,8,4,2

]
-
[
2,4,8

]
).

The setting of
[
16,8,2,1

]
-
[
2,4,8

]
showed the optimal performance for improving

the computational efficiency compared to the accuracy degradation. Compared
to EDAFormer-T with the base setting, EDAFormer-T with the optimal setting
reduced the computation by 16.1%, 37.4% and 16.1% on ADE20K, Cityscapes
and COCO-Stuff, respectively. The performance dropped by only 0.2% mIoU
on ADE20K and did not drop on COCO-Stuff and Cityscapes. Furthermore,
EDAFormer-B reduced the computation by 8.1% with only 0.1% mIoU degrada-
tion on ADE20K and COCO-Stuff, and reduced the computation by 25.3% with-
out performance degradation on Cityscapes. These results indicate that our ISR
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Method
[
r1E , r

2
E , r

3
E , r

4
E

]
-
[
r1D, r2D, r3D

]
Reduction ratio COCO-Stuff

Train Inference GFLOPs mIoU(%)

(a) Comparisons of our models with and without our ISR method

EDAFormer-T

w/o ISR
[
16, 8, 2, 1

]
-
[

2, 4, 8
] [

16, 8, 2, 1
]
-
[

2, 4, 8
]

4.7 39.8
w/ ISR

[
8, 4, 2, 1

]
-
[

1, 2, 4
] [

16, 8, 2, 1
]
-
[

2, 4, 8
]

4.7 40.3

EDAFormer-B

w/o ISR
[
16, 8, 2, 1

]
-
[

2, 4, 8
] [

16, 8, 2, 1
]
-
[

2, 4, 8
]

29.4 45.3
w/ ISR

[
8, 4, 2, 1

]
-
[

1, 2, 4
] [

16, 8, 2, 1
]
-
[

2, 4, 8
]

29.4 45.8

Method Reduction ratio Params (M) Cityscapes[
r1E , r

2
E , r

3
E , r

4
E

]
-
[
r1D, r2D, r3D

]
GFLOPs mIoU(%)

(b) Effectiveness of our EFA structure for our ISR

w/ embedding

[
8, 4, 2, 1

]
-
[

1, 2, 4
]

5.7 153.5 78.7[
8, 4, 2, 1

]
-
[

2, 4, 8
]

5.7 134.7 78.5 (-0.2)[
8, 4, 2, 1

]
-
[

3, 6, 9
]

5.7 131.2 78.2 (-0.5)[
8, 4, 2, 1

]
-
[

4, 8, 12
]

5.7 130.0 77.9 (-0.8)

w/o embedding

[
8, 4, 2, 1

]
-
[

1, 2, 4
]

4.9 151.7 78.7[
8, 4, 2, 1

]
-
[

2, 4, 8
]

4.9 133.6 78.7 (-0.0)[
8, 4, 2, 1

]
-
[

3, 6, 9
]

4.9 130.3 78.7 (-0.0)[
8, 4, 2, 1

]
-
[

4, 8, 12
]

4.9 129.1 78.6 (-0.1)

Table 5: (a) Ablation for mIoU (%) performance comparisons of our models with and
without our ISR method on COCO-Stuff. (b) Ablation for the effectiveness of our EFA
structure for our ISR on Cityscapes val.

method is simple, yet significantly reduces the computational cost with little per-
formance degradation. In addition, our method showed the impressive effective-
ness by only adjusting the reduction ratio at the inference without fine-tuning.
Our ISR is effective without the fine-tuning, but we trained the models with 40K
iterations for fine-tuning to further compensate for performance degradation at
higher reduction ratio of [16,8,4,2]-[2,4,8]. As a result, EDAFormer-T showed a
0.2% drop in mIoU on ADE20K, and 0.1% drops in mIoU on Cityscapes and
COCO-Stuff. EDAFormer-B showed 0.3% and 0.2% drops in mIoU on ADE20K
and COCO-Stuff, and no drop in mIoU on Cityscapes.

4.6 Comparison between the model with and without ISR.

In Table 5 (a), we compared our w/ ISR with w/o ISR, which used the
same reduction ratio of

[
16,8,2,1

]
-
[
2,4,8

]
at both training and inference. Our

EDAFormer with our ISR was trained with the reduction ratio of
[
8,4,2,1

]
-[

1,2,4
]

and adjusted the ratio to
[
16,8,2,1

]
-
[
2,4,8

]
at inference. Despite the same

computation at inference phase, the result with our ISR showed better mIoU
than the case w/o ISR, with both 0.5% improvements for our EDAFormer-T
and EDAFormer-B, respectively. Therefore, our model w/ ISR, which considers
enough information of the key and value during training, can achieve better per-
formance than the model that cannot consider enough information by reducing
the resolution of the key and value during training.

4.7 Effectiveness of Embedding-Free Structure for ISR

To verify the effectiveness of our embedding-free structure for ISR. We ex-
periment the ablated model that w/ embedding attention is adopt to our EFA
position in all-attention decoder. We also compared with the ablated model (i.e.,
w/ embedding) by applying our ISR to the decoder stages in Table 5 (b). The
w/ embedding structure showed the gradual performance degradation as the re-
duction ratio increased, and the reduction ratio of [8,4,2,1]-[4,8,12] showed the
performance decrease of 0.8% mIoU. However, our structure showed no perfor-
mance degradation up to the reduction ratio of [8,4,2,1]-[3,6,9], and only a 0.1%
drop in mIoU at the reduction ratio of [8,4,2,1]-[4,8,12]. This indicate that our
w/o embedding structure is effective with proposed ISR method.
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Method Reduction ratio Cityscapes[
r1E , r

2
E , r

3
E , r

4
E

]
-
[
r1D, r2D, r3D

]
mIoU (%) ↑ FPS (img/s) ↑

(a) Comparison of different spatial reduction methods for our ISR

w/o ISR
[

8, 4, 2, 1
]
-
[

1, 2, 4
]

78.7 10.2
Bipartite matching [1]

[
11.2, 5.6, 2.8, 1.4

]
-
[

1.4, 2.8, 5.6
]

78.7 10.5
Max pooling

[
16, 8, 2, 1

]
-
[

2, 4, 8
]

78.4 13.3
Overlapped pooling

[
16, 8, 2, 1

]
-
[

2, 4, 8
]

78.7 13.2
Average pooling

[
16, 8, 2, 1

]
-
[

2, 4, 8
]

78.7 13.3

(b) Inference speed improvement by increasing the reduction ratio

Average pooling

[
8, 4, 2, 1

]
-
[

1, 2, 4
]

78.7 10.2[
8, 4, 2, 1

]
-
[

2, 4, 8
]

78.7 11.0 (+7.8%)[
16, 8, 2, 1

]
-
[

2, 4, 8
]

78.7 13.2 (+29.4%)[
16, 8, 4, 2

]
-
[

2, 4, 8
]

78.1 15.0 (+47.1%)

Table 6: (a) Performance and inference
speed of our ISR with different spatial re-
duction methods. (b) Inference speed by in-
creasing the reduction ratio.

Models Params (M) GFLOPs ↓ mIoU (%) ↑

CvT [53] 21.0 365.5 80.1
CvT + ISR 21.0 222.6 (-39.1%) 79.8 (-0.3)

MViT [60] 32.0 1435.6 80.5
MViT + ISR 32.0 838.0 (-41.6%) 80.3 (-0.2)

LVT [57] 5.0 132.1 79.6
LVT + ISR 5.0 86.1 (-34.8%) 79.5 (-0.1)

Swin [35] 36.2 272.2 79.7
Swin + ISR 36.2 208.0 (-23.6%) 79.0 (-0.7)

DaViT [17] 36.2 304.8 81.3
DaViT + ISR 36.2 242.0 (-20.6%) 80.9 (-0.4)

PVTv2 [51] 4.8 121.8 78.6
PVTv2 + ISR 4.8 63.4 (-47.9%) 78.3 (-0.3)

MiT [55] 4.9 117.4 78.2
MiT [55] + ISR 4.9 59.0 (-49.7%) 77.6 (-0.6)

SegFormer [55] 3.8 125.5 76.2
SegFormer + ISR 3.8 82.5 (-34.3%) 75.6 (-0.6)

FeedFormer [43] 4.5 107.5 77.9
FeedFormer + ISR 4.5 68.8 (-36.0%) 77.4 (-0.5)

EDAFormer (Ours) 4.9 151.7 78.7
EDAFormer + ISR (Ours) 4.9 94.9 (-37.4%) 78.7 (-0.0)

Table 7: Applying our ISR with-
out finetuning to various transformer-
based models on Cityscapes val.

4.8 Comparison of Spatial Reduction Methods for ISR

In Table 6 (a), We experimented to compare which method is better in terms
of the mIoU and inference speed (FPS) for the key-value spatial reduction. The
bipartite matching-based pooling had no mIoU degradation even though it was
applied to every encoder-decoder stage. However, the bipartite matching can
reduce maximum 50% of tokens, which corresponds to a reduction ratio of r = 1.4
(≈

√
2). This is because it divides the tokens into two sets and merges them.

In addition, this method has the additional latency caused by the matching
algorithm. Therefore, the bipartite matching showed similar FPS compared to
w/o ISR even though they reduce the computation of the attention. The max
pooling showed a drop of 0.3% mIoU, and the overlapped pooling was slightly
slower than the average pooling. Therefore, we adopted the average pooling
method to reduce the tokens, which is a simple operation for general purposes
and is most effective in terms of performance with inference speed.

4.9 Inference Speed Enhancement

In Table 6 (b), we represented the inference speed (FPS) comparisons of var-
ious reduction ratios. We measured the inference speed by using a single RTX
3090 GPU without any additional accelerating techniques. Compared to base
setting, applying our ISR shows 29.4% and 47.1% FPS improvements in the
reduction ratios of [16,8,2,1]-[2,4,8] and [16,8,4,2]-[2,4,8], respectively. The infer-
ence speed became faster as the computational cost was reduced by increasing
the reduction ratio. These results indicate that the the computational reduction
by our ISR leads to the improvement of the actual inference speed.

4.10 Applying ISR to Various Transformer-based Models

Our ISR can be universally applied not only to our EDAFormer, but also to
other transformer-based models by using the additional spatial reduction at the
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Fig. 4: Visualization of the attention score map, output features, and prediction map
on ADE20K. ‘Base’ represents our EDAFormer trained with the base reduction ratio
of [8,4,2,1]-[1,2,4]. ‘w/ ISR’ represents our EDAFormer applied our ISR method.

inference. To verify generalizability of our ISR, we applied ours to various mod-
els in Table 7. The transformer-based backbones are trained with our decoder
for the semantic segmentation task. For the convolutional self-attention models
(i.e., CvT [53], MViT [60] and LVT [57]), our ISR significantly reduced com-
putation by 34.8∼41.6% with 0.1∼0.3% performance degradation. Our method
also showed the effective computational reduction with less performance degra-
dation for window-based attention models (i.e., Swin [35] and DaViT [17]), spa-
tial reduction attention-based models (i.e., PVTv2 [51] and MiT [55]) and seg-
mentation models (i.e., SegFormer [55] and FeedFormer [43]). The result for
FeedFormer using the cross-attention decoder showed that our method is also
effective in the cross-attention mechanism. These results indicate that our ISR
framework can be effectively extended to various transformer-based architec-
ture using different attention methods, and our EDAFormer is especially the
optimized architecture for applying our ISR effectively.

4.11 Visualization of Features

Fig. 4 visualized the features and prediction maps of the EDAFormer-B de-
coder stage-2 before and after applying the ISR. Firstly, we visualized the at-
tention score maps representing the similarity score between the query and key.
When ISR was applied, the resolution of the attention score map was reduced
because the resolution of the key was reduced. Compared to the similarity scores
without applying the ISR, the similarity scores between the query and key ap-
plying the ISR were well maintained. In other words, the attention regions before
and after applying ISR were similar, even though we reduce the key tokens rather
than the attention score map. Therefore, this means that applying our ISR can
maintain the semantic similarity scores in the global regions.

Secondly, we compared the output features after operating between the at-
tention score map and values. Surprisingly, the output features before and after
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Fig. 5: Qualitative results on ADE20K, Cityscapes, and COCO-Stuff. Compared to
SegFormer, the predictions of our EDAFormer are more precise for various categories.

applying ISR showed almost the same results. Therefore, these results indicate
that the information obtained from the self-attention operation is maintained
even though the spatial reduction is applied to the key and value in inference.
Thirdly, when comparing the prediction maps, the results before and after ap-
plying the ISR are almost same. This means that the effect of ISR can be applied
not only to the decoder stage-2, but also to the whole EDAFormer network.

4.12 Qualitative Results

In Fig. 5, we visualized our segmentation predictions on ADE20K, Cityscapes
and COCO-Stuff, compared with the embedding-based transformer model (i.e.
SegFormer [55]). Our EDAFormer better predicted the finer details near object
boundaries. Our model also better segmented the large regions (e.g., road, roof
and truck) than SegFormer. Furthermore, our model predicted the objects of the
same category (e.g., sofa) that were far apart more precisely than SegFormer.
This indicates that our embedding-free attention structure can capture enough
global spatial information.

5 Conclusion

In this paper, we present an efficient transformer-based semantic segmenta-
tion model, EDAFormer, which leverages the proposed embedding-free attention
module. The embedding-free attention structure can rethink the self-attention
mechanism in the aspect of modeling the global context. In addition, we propose
the novel inference spatial reduction framework for the efficiency, which changes
the condition between train-inference phases. We hope that our attention mech-
anism and framework could further research efforts in exploring the lightweight
and efficient transformer-based semantic segmentation model.
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