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In this appendix,
1. we provide some discussions about the limitations of our method and the

failure cases;
2. we show an example question for the user study in Sec. 8;
3. we visualize the accumulated brightness during optimization in Sec. 9;
4. we provide a detailed proof of Lemma 1 in Sec. 10 that clarifies the effec-

tiveness of the proposed Compact Consistency (CC) loss;
5. we show more ablation studies regarding CC and Conditional Guidance (CG)

loss in Sec. 11; we also show the effect of high order ODE solver in this
section;

6. we showcase more results generated by the proposed Guided Consistency
Sampling (GCS) in Sec. 12.

7 Limitations

The proposed GCS exhibits shortcomings in addressing Janus issues, which we
attribute to the inherent inconsistencies in pre-trained models under multi-view
conditions. Also, it doesn’t perform well on compositional prompts. Moreover,
our approach necessitates extensive training in the GS model, ranging from 3000
to 5000 epochs, translating to 35-60 minutes for rendering a single object. These
limitations show a significant gap in practical application.
Failure case I: Janus Problem. Despite proposing multiple strategies to im-
prove the overall generation quality, our method still suffers from the Janus
problem and occasionally generates multi-view inconsistent results (Fig. 7). A
solution is to change the random seed or give a better initialization.

“A DSLR photo of a peacock on a surfboard.”“A photo of a skiing penguin wearing a puffy jacket, 
highly realistic DSLR photo.”

“A blue poison-dart frog sitting on a water lily.”

Fig. 7: Failure case I. The 3D asset is affected by the Janus problem.
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Failure case II: Compositional Prompt. Our method performs poorly in
generating high-quality compositional objects (Fig. 8), possibly due to a bad
initialization with insufficient Gaussian points to model different components or
a lack of relevant techniques to combine those components correctly. We regard
improving this as a future work.

“A DSLR photo of a peacock on a surfboard.”“A photo of a skiing penguin wearing a puffy jacket, 
highly realistic DSLR photo.”

Fig. 8: Failure case II. The 3D assets are generated based on a compositional prompt.

8 Example Question

We show an example question from our user study. We use Google Forms to
collect the volunteers’ responses.

“A DSLR photo of a peacock on a surfboard.”“A photo of a skiing penguin wearing a puffy jacket,
highly realistic DSLR photo.”

“A blue poison-dart frog sitting on a water lily.”

Fig. 9: Example questions used in the user study.

9 Visualization of Accumulated Brightness

We show an example of accumulated brightness during the generation process
of the proposed method without BEG in Fig. 10.

1000 Epoch 1500 Epoch 2000 Epoch 2500 Epoch 3000 Epoch

Fig. 10: An illustration of brightness accumulation. The highlight point (red box) in
early-stage training will be kept and spread to its surroundings, causing over-saturation.
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10 Proof of Lemma 1

Lemma 1 ( [1, 4, 6, 8]). Let ∆t = max {|δk|}, k ∈ [0, ..., ns], where ns is the
index of δ at time step s, and Fθ(·, ·) is the origin prediction function grounded
on the empirical PF-ODE. Assume Fθ satisfies the Lipschitz condition, if there
is a xπ satisfying LCC(ξ) = 0, given an image x0 ∼ pdata(x), for any t, s, e ∈
[[0, ..., T ]] with t > s > e, we have:

sup
t,e,xπ

∥x̂{π,e}, x̂{0,e}∥2 = O ((∆t)p) (T − e), (26)

x̂{0,e} is the distribution of x diffused to time e, p is the order of the ODE solver.

Proof. Given LCC(ξ) = 0, for any π, t, s, and e, we have:

Gθ

(
x̂{π,t}; t, e, y

)
≡ Gθ

(
x̂{π,s}; s, e, y

)
. (27)

Defining x̂{π,tk} = xtk for simplicity, Eq. (27) can be rewritten as:

Gθ (xs; s, e, y) ≡ Gθ (xt; t, e, y) , (28)

where, xt is obtained by x̂s through DDIM inversion. For a more general expres-
sion, we represent distillation error [6] at tk > e as:

etke = Gθ(xtk ; tk, e, y)− x̂{0,e}. (29)

It is straightforward that at the boundary timestep e, the error is,

eee = x̂{π,e} − x̂{0,e}. (30)

We then derive etke at tk as:

etk
e =Gθ (xtk ; tk, e, y)− x̂{0,e},

=Gθ

(
x̄{tk→tk+1}; tk+1, e, y

)
− x̂{0,e},

=Gθ

(
x̄{tk→tk+1}; tk+1, e, y

)
−Gθ

(
xtk+1 ; tk+1, e, y

)
+Gθ

(
xtk+1 ; tk+1, e, y

)
− x̂{0,e},

=Gθ

(
x̄{tk→tk+1}; tk+1, e, y

)
−Gθ

(
xtk+1 ; tk+1, e, y

)
+ e

tk+1
e .

(31)

According to Lipschitz condition on Gθ, we derive:∥∥etke ∥∥ ≤
∥∥Gθ

(
x̄{tk→tk+1}; tk+1, e, y

)
−Gθ

(
xtk+1

; tk+1, e, y
)∥∥+

∥∥etk+1
e

∥∥ ,
≤ L

∥∥x̄{tk→tk+1} − xtk+1

∥∥+
∥∥etk+1

e

∥∥ ,
(i)
=

∥∥etk+1
e

∥∥+O
(
(tk − tk+1)

p+1
)
,

(32)
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where (i) hold according to the local error of Euler solver [4, 6]. Iteratively, we
can obtain the upper bound of distillation error at e:

∥eee∥2 ⩽
N−1∑
k=ne

O
(
(tk+1 − tk)

p+1
)
+ ∥eTe ∥,

(ii)
≈

N−1∑
k=ne

(tk+1 − tk)O ((∆t)p) ,

= O ((∆t)p)

N−1∑
k=ne

(tk+1 − tk) ,

= O ((∆t)p) (T − e) ,

(33)

where N is the index of time T , (ii) holds because ∥eTe ∥ describes the KL di-
vergence between x0 and Gθ

(
x̂{π,T};T, e, y

)
, where x̂{π,T} follows the normal

distribution. For a well-trained diffusion model, ∥eTe ∥ should be bounded and re-
main constant at e, which can be ignored. The proof is completed.

According to Lemma. 1, we prove that the proposed CC loss will converge within
a lower error bound than CDS loss in [6] when e > 0.
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11 Additional Ablation Studies

Effect of CC and CG. We conduct additional ablation studies to evaluate
the effect of LCC and LCG. Specifically, we compare LCC + LCG with LISD
(LucidDreamer [2]), LCG, and LCG + L0

CC, where we note L0
CC as LCC with

e ≡ 0. As shown in Fig. 11, we find the proposed LCG has higher generation
quality compared to the LucidDreamer. LCC will further add more details to
the generated results in the generated 3D asset. Comparing with LCG + L0

CC
that shares the same distillation error bound with CDS [6], we found the color
distortion becomes more severe and tend to be over-exposed, validating the effect
of proposed LCC in reducing distillation error.

𝓛!" + 𝓛!!𝓛#$% 𝓛!"

𝓛!" + 𝓛!!𝓛!"

“a DSLR photo of a cat wearing armor.”

𝓛#$% 𝓛!" 𝓛!" + 𝓛!!𝓛!" + 𝓛!!&

“A DSLR photo of a Schnauzer wearing a pirate hat.”

Fig. 11: Qualitative comparison regarding different variances of LCC and LCG. From
left to right, 3D asset generated by LISD, LCG, LCG+L0

CC, and LCG+LCC, respectively.

Effect of High Order ODE-Solver. We try 2nd order DPM-Solver at de-
noising steps, and the results indicate differences in illumination and details, as
shown in Fig. 12.

Ours

“a metal sculpture of a lion head, highly detailed.”

Ours + 2nd order

“A DSLR photo of a Schnauzer wearing a pirate hat.”

OursOurs + 2nd order Fig. 12: Generated views
of GCS+BEG under a low
CFG weight (w = 7.5) by
using first-order (right) and
second-order DPM-Solver.
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12 Additional Qualitative Evaluation

In this section, we show more quality comparison between the proposed GCS,
DreamFusion [3], GaussianDreamer [7], ProlificDreamer [5], and LucidDreamer [2]
in Fig. 13.

“A DSLR photo of a tiger made out of yarn.”

“A DSLR photo of a squirrel dressed like a clown.”

“A wide-angle DSLR photo of a squirrel in samurai armor wielding a katana.”

LucidDreamer OursProlificDreamerDreamFusion GaussianDreamer

“A blue poison-dart frog sitting on a water lily.”

“A DSLR photo of Mount Fuji, aerial view.”

“A squirrel dressed like Henry VIII king of England.”

“A photo of the IRONMAN, highly realistic DSLR photo”

Fig. 13: Additional qualitative comparison among DreamFusion [3] (column 1), Gaus-
sianDreamer [7] (column 2), ProlificDreamer [5] (column 3), LucidDreamer [2] (column
4), and our method (column 5).
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