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1 More Details about PanGu-Draw

Prompt Enhancement LLM with RLAIF Algorithm. To further enhance
our generation quality, we harness the advanced comprehension abilities of large
language models (LLM) to align users’ succinct inputs with the detailed
inputs required by the model. Specifically, shown in Figure[3] we first construct a
human-annotated dataset that enriches succinct prompts with background and
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Fig. 1: Text-to-image generation results without and with prompt enhancement. En-
riched text improve image generation by better image aesthetic perception (left), more
detailed background (middle) and better interpretation of abstract concepts (right).
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Fig. 2: Controllable stylized text-to-image generation results of PanGu-Draw. PanGu-
Draw can control the generated images towards the desired style with the style guidance
scale. Sges for human-aesthetic-prefer style and Scqrtoon for cartoon style.

style descriptions and then fine-tune the LLM to adapt a succinct prompt to an
enriched one using this data. To better adapt to the inputs required by PanGu-
Draw, we perform further refinement based on the Reward rAnked FineTuning
(RAFT) method. Subsequently, we use the fine-tuned LLM to expand on
multiple texts, which are then input into PanGu-Draw for image generation.
The best expansions are selected jointly by an aesthetic scoring modeﬂ and a
CLIP semantic similarity calculation model, allowing for further fine-tuning
of the LLM.

Figure [I] shows the generation results of PanGu-Draw without and with
prompt enhancement. As we can see, prompt enhancement serves to add more
details and illustration to the original brief prompts, leading to better image
aesthetics and semantic alignment.

Controllable Stylized Text-to-Image Generation. While techniques like
LoRA |7] allow one to adapt a text-to-image model to a specific style (e.g., car-
toon style, human-aesthetic-preferred style), they do not allow one to adjust the
degree of the desired style. To this end, inspired by the classifier-free guidance
mechanism, we propose to perform controllable stylized text-to-image genera-
tion by first construct a dataset consisting of human-aesthetic-prefer, cartoon
and other samples with a pretrained human aesthetic scoring model and a car-
toon image classification models, and then train the text-to-image generation
model with these three kinds of samples. For human-aesthetic-prefer and car-
toon samples, we prepend a special prefix to the original prompt, denoted as
Caes ANd Ceqrtoon respectively. During sampling, we extrapolated the prediction

! https://github.com/christophschuhmann /improved-aesthetic-predictor
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Fig. 3: Prompt enhancemnent pipeline with Large Language Model (LLM), specifically
tailored for PanGu-Draw. Initially, we fine-tune the LLM using a human-annotated
dataset, transforming a succinct prompt into a more enriched version. Subsequently,
to optimize for PanGu-Draw, we employ the Reward rAnked FineTuning (RAFT)
method, as introduced in [4], which selects the prompt pairs yielding the highest reward
for further fine-tuning.

in the direction of €g(z¢,t, csiyie) and away from eg(z, t, ¢) as follows:

€o(ze,t,¢) = €g(24,t,0) + s - (ea(2t,t,¢) — €g(2¢,,0))

+ Sstyle : (Ge(zt, t7 cstyle) - 60(2253 t7 C)),

where s is the classifier-free guidance scale, csyie € {Caes, Ceartoon} and Ssiyie is
the style guidance scale.

Figure [ shows the controllable stylized text-to-image generation results of
PanGu-Draw, including human-aesthetic-prefer and cartoon style image gener-
ation. As we can see, with the corresponding style guidance scale, PanGu-Draw
can control the generated images towards the desired style.

2 More Implementation Details

Our models are trained on a cluster consisting of 256 Ascend 910B cards. Dur-
ing training, we applied several techniques to reduce redundant memory usage.
These include replacing traditional attention with Flash Attention [3|, employ-
ing mixed-precision training [8|, and using gradient checkpointing [2], also known
as the recompute technique. These methods enable the model to fit within the
memory of a single Neural Processing Unit (NPU), allowing parallelism to be
applied only in the data scope and avoiding model sharding among NPUs, as
well as reducing inter-machine communication overhead.

3 Image Resolutions for Multi-Resolution Training

Table [I] shows the list of resolutions used for multi-resolution training of our
structure generation model and texture generation model.
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Table 1: The image resolutions used for multi-resolution training of structure gener-
ation model and texture generation model.

Structure Generation Model| Texture Generation Model
Height Width Height Width
512 2048 256 1024
512 1920 256 960
704 1408 384 768
768 1344 416 736
864 1152 480 640
1024 1024 512 512
1152 864 640 480
1344 768 736 416
1408 704 768 384
1920 512 960 256
2048 512 1024 256

4 More Generation Results of PanGu-Draw

4.1 Text-to-Image Generation

Figure [4] shows more generated images of PanGu-Draw. As we can see, the
generated images are of high visual quality and are well aligned with the input
prompts.

4.2 Multi-Diffusion Fusing Results

Multi-Control Image Generation. To benchmark the generation quality of
our multi-control image generation method, we compare results shown in Figure
6 in main text with results of ControlNet with the corresponding English prompt.
Results are shown in Figure[5] As we can see, both results are of similar quality.
However, ControlNet does not support Chinese input text while our algorithm
supports image generation conditioned on both Chinese text and pose/edge by
combining PanGu-Draw with ControlNet without training a new model. As for
Figure 5 in main text, the image variation model does not support text as input
so one needs to train a new model conditioned on both image and text, while
our algorithm makes it by combining PanGu-Draw and an image variation model
without training a new model.

Figure [6] shows results of multi-control image generation by fusing PanGu-
Draw with different models, including image variation, depth-to-image, edge-to-
image generation models.

Figure [7] shows results of fusing two ControlNet models with our algorithm
and with the algorithm proposed by ControlNet [15], which fuses the features
of different ControlNets before injecting into the U-Net model. As we can see,
our algorithm is able to specify the prompts of different ControlNets such that
enabling a finer-grain control.
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Fig. 4: Images generated with PanGu-Draw, our 5B multi-lingual text-to-image gen-
eration model. PanGu-Draw is able to generate multi-resolution high-fidelity images
semantically aligned with the input prompts.

Multi-Resolution Image Generation. To benchmark the generation quality
and efficiency of our Coop-Diffusion algorithm on single-stage super-resolution,
we compare our algorithm with applying StableSR on the generated images of
SD1.5. We test on 500 samples from the COCO dataset. As shown in Table [2]
our algorithm achieves better quality and inference speed.
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(a) English text&pose-to-image. (b) English text&edge-to-image.
Fig. 5: Generation results of Different ControlNet models.

Table 2: Comparison with SD1.5+StableSR on COCO dataset.

Method FID| ISt CLIP-scoret Speed (s/item)]
SD1.5+StableSR 109.72 17.47 31.60 12.72
Coop-Diffusion(ours) 106.80 18.62  32.10 10.11

Figure [8|shows the results from the low-resolution model and our fusing algo-
rithm Coop-Diffusion by fusing the low-resolution model and our high-resolution
PanGu-Draw model. As we can see, PanGu-Draw adds much details to the low-
resolution predictions leading to high-fidelity high-resolution results.

5 Visual Comparison against Baselines

Figure [9] and [I0] shows qualitative comparisons of PanGu-Draw against baseine
methods, including RAPHAEL , SDXL @, DeepFloyd , DALL-E 2 ,
ERNIE-VIiLG 2.0 [6], PixArt-o [1] and . The input prompts are also used in
RAPHAEL and are provided at the bottom of the figure. As we can see, PanGu-
Draw generates high-quality images, which are better than or on par with these
top-performing models.

6 Potential Negative Impact and Limitations

Our method offers a more efficient way to train and apply a text-to-image gener-
ation model. We do not expect a negative social impact as the generated images
are generated with textual guidance. If the training data on some sensitive cate-
gories is available, the proposed method could be misused for generating images
of such sensitive categories like violence and weapons. Such misuse of image gen-
eration models poses a societal threat, and we do not condone using our work
with the intent of spreading misinformation or tarnishing reputation.

Our method currently have the following limitations: (1) As the VAE model
used in our model is lossy, details of small objects like small human face might
not be perfectly generated; (2) Our model is trained with English and Chinese
captions, so might not work properly in other language.
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Fig. 6: Generation results of the fusing of an image variation/depth-to-image/edge-to-
image model and PanGu-Draw with the proposed Coop-Diffusion algorithm.
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(b) Input prompt and generation results of Multi-ControlNets. The (c) Generation results of fusing two
input edge maps are showed in (a). ControlNets in (a) with Coop-Diffusion.

Fig. 7: Generation results of the fusing of an image variation/depth-to-image/edge-to-
image model and PanGu-Draw with the proposed Coop-Diffusion algorithm.
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Fig. 8: Images generated with a low-resolution (LR) model and the fusion of the LR
model and HR PanGu-Draw with our Coop-Diffusion. This allows for single-stage
super-resolution for better details and higher inference efficiency.
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1. A parrot with a pearl earring, Vermeer style.

2. A car playing soccer, digital art.

3. APikachu with an angry expression and red eyes, with lightning around it, hyper realistic style.

4. Moonlight Maiden, cute girl in school uniform, long white hair, standing under the moon, celluloid style, Japanese
manga style.

5. Street shot of a fashionable Chinese lady in Shanghai, wearing black high-waisted trousers.

6. Half human, half robot, repaired human, human flesh warrior, mech display, man in mech, cyberpunk.

Fig.9: Visual comparison of PanGu-Draw against baseline methods, including
RAPHAEL , SDXL El, DeepFloyd , DALL-E 2 , ERNIE-VILG 2.0 |§||, and
PixArt-a . The input prompts are also used in RAPHAEL and are provided at the
bottom of the figure. The results of PanGu-Draw are better than or on par with these
top-performing baseline models.
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1. A cute little matte low poly isometric cherry blossom forest island, waterfalls, lighting, soft shadows, trending on Artstation,
3d render, monument valley, fez video game.

2. A shanty version of Tokyo, new rustic style, bold colors with all colors palette, video game, genshin, tribe, fantasy, overwatch.
3. Cartoon characters, mini characters, figures, illustrations, flower fairy, green dress, brown hair, curly long hair, elf-like wings,
many flowers and leaves, natural scenery, golden eyes, detailed light and shadow , a high degree of detail.

4. Cartoon characters, mini characters, hand-made, illustrations, robot kids, color expressions, boy, short brown hair, curly hair,
blue eyes, technological age, cyberpunk, big eyes, cute, mini, detailed light and shadow, high detail.

Fig. 10: Visual comparison of PanGu-Draw against baseline methods, including DALL-
E 2 [11], ERNIE-VILG 2.0 [6], DeepFloyd [12], SDXL [9], RAPHAEL [13],Midjourney
V5.1 and PixArt-« . The input prompts are also used in RAPHAEL and are provided
at the bottom of the figure. The results of PanGu-Draw are better than or on par with
these top-performing baseline models.
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