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1 More Details about PanGu-Draw

Prompt Enhancement LLM with RLAIF Algorithm. To further enhance
our generation quality, we harness the advanced comprehension abilities of large
language models (LLM) [5, 14] to align users’ succinct inputs with the detailed
inputs required by the model. Specifically, shown in Figure 3, we first construct a
human-annotated dataset that enriches succinct prompts with background and

“夕阳下，金色的沙滩，椰树矗立，
海浪轻拍着，海鸥在空中飞舞。画面
以写实风格呈现，色彩鲜明且温馨。”

“Under the setting sun, coconut trees 

stand on the golden beach, the waves 

are lapping, and seagulls are flying in 

the sky. The pictures are presented in a 

realistic style, with bright and warm 

colors.”
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“沙滩。”
“Beach.”

“变形金刚。”
“Transformers.”

“友情。”
“Friendship.”

“霓虹灯下的变形金刚，赛博朋克风
格，机械细节丰富，金属质感强烈，

背景是未来都市的夜景。”
“Transformers under neon lights, 

cyberpunk style, rich in mechanical 

details, strong metallic texture, and the 

background is the night scene of the 

future city.”

“两个朋友在阳光下相拥，背景是美
丽的校园景色。”

“Two friends hugging each other in the 

sun with a beautiful campus view in the 

background.”

Fig. 1: Text-to-image generation results without and with prompt enhancement. En-
riched text improve image generation by better image aesthetic perception (left), more
detailed background (middle) and better interpretation of abstract concepts (right).



2 G. Lu et al.

“圆形蛋糕。粉色奶油。冰
沙冰淇淋。草莓装饰。”
“Round cake. Pink cream. 

Smoothie ice cream. 
Strawberry decoration.”

𝑠𝑎𝑒𝑠=0 𝑠𝑎𝑒𝑠=3 𝑠𝑎𝑒𝑠=6

“魔法少女。”
“Magical girl.”

𝑠𝑐𝑎𝑟𝑡𝑜𝑜𝑛=0 𝑠𝑐𝑎𝑟𝑡𝑜𝑜𝑛=3 𝑠𝑐𝑎𝑟𝑡𝑜𝑜𝑛=6

Fig. 2: Controllable stylized text-to-image generation results of PanGu-Draw. PanGu-
Draw can control the generated images towards the desired style with the style guidance
scale. saes for human-aesthetic-prefer style and scartoon for cartoon style.

style descriptions and then fine-tune the LLM to adapt a succinct prompt to an
enriched one using this data. To better adapt to the inputs required by PanGu-
Draw, we perform further refinement based on the Reward rAnked FineTuning
(RAFT) [4] method. Subsequently, we use the fine-tuned LLM to expand on
multiple texts, which are then input into PanGu-Draw for image generation.
The best expansions are selected jointly by an aesthetic scoring model1 and a
CLIP [10] semantic similarity calculation model, allowing for further fine-tuning
of the LLM.

Figure 1 shows the generation results of PanGu-Draw without and with
prompt enhancement. As we can see, prompt enhancement serves to add more
details and illustration to the original brief prompts, leading to better image
aesthetics and semantic alignment.

Controllable Stylized Text-to-Image Generation. While techniques like
LoRA [7] allow one to adapt a text-to-image model to a specific style (e.g., car-
toon style, human-aesthetic-preferred style), they do not allow one to adjust the
degree of the desired style. To this end, inspired by the classifier-free guidance
mechanism, we propose to perform controllable stylized text-to-image genera-
tion by first construct a dataset consisting of human-aesthetic-prefer, cartoon
and other samples with a pretrained human aesthetic scoring model and a car-
toon image classification models, and then train the text-to-image generation
model with these three kinds of samples. For human-aesthetic-prefer and car-
toon samples, we prepend a special prefix to the original prompt, denoted as
caes and ccartoon respectively. During sampling, we extrapolated the prediction

1 https://github.com/christophschuhmann/improved-aesthetic-predictor
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Fig. 3: Prompt enhancemnent pipeline with Large Language Model (LLM), specifically
tailored for PanGu-Draw. Initially, we fine-tune the LLM using a human-annotated
dataset, transforming a succinct prompt into a more enriched version. Subsequently,
to optimize for PanGu-Draw, we employ the Reward rAnked FineTuning (RAFT)
method, as introduced in [4], which selects the prompt pairs yielding the highest reward
for further fine-tuning.

in the direction of ϵθ(zt, t, cstyle) and away from ϵθ(zt, t, c) as follows:

ϵ̂θ(zt, t, c) = ϵθ(zt, t, ∅) + s · (ϵθ(zt, t, c)− ϵθ(zt, t, ∅))
+ sstyle · (ϵθ(zt, t, cstyle)− ϵθ(zt, t, c)),

where s is the classifier-free guidance scale, cstyle ∈ {caes, ccartoon} and sstyle is
the style guidance scale.

Figure 2 shows the controllable stylized text-to-image generation results of
PanGu-Draw, including human-aesthetic-prefer and cartoon style image gener-
ation. As we can see, with the corresponding style guidance scale, PanGu-Draw
can control the generated images towards the desired style.

2 More Implementation Details

Our models are trained on a cluster consisting of 256 Ascend 910B cards. Dur-
ing training, we applied several techniques to reduce redundant memory usage.
These include replacing traditional attention with Flash Attention [3], employ-
ing mixed-precision training [8], and using gradient checkpointing [2], also known
as the recompute technique. These methods enable the model to fit within the
memory of a single Neural Processing Unit (NPU), allowing parallelism to be
applied only in the data scope and avoiding model sharding among NPUs, as
well as reducing inter-machine communication overhead.

3 Image Resolutions for Multi-Resolution Training

Table 1 shows the list of resolutions used for multi-resolution training of our
structure generation model and texture generation model.
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Table 1: The image resolutions used for multi-resolution training of structure gener-
ation model and texture generation model.

Structure Generation Model Texture Generation Model
Height Width Height Width

512 2048 256 1024
512 1920 256 960
704 1408 384 768
768 1344 416 736
864 1152 480 640
1024 1024 512 512
1152 864 640 480
1344 768 736 416
1408 704 768 384
1920 512 960 256
2048 512 1024 256

4 More Generation Results of PanGu-Draw

4.1 Text-to-Image Generation

Figure 4 shows more generated images of PanGu-Draw. As we can see, the
generated images are of high visual quality and are well aligned with the input
prompts.

4.2 Multi-Diffusion Fusing Results

Multi-Control Image Generation. To benchmark the generation quality of
our multi-control image generation method, we compare results shown in Figure
6 in main text with results of ControlNet with the corresponding English prompt.
Results are shown in Figure 5. As we can see, both results are of similar quality.
However, ControlNet does not support Chinese input text while our algorithm
supports image generation conditioned on both Chinese text and pose/edge by
combining PanGu-Draw with ControlNet without training a new model. As for
Figure 5 in main text, the image variation model does not support text as input
so one needs to train a new model conditioned on both image and text, while
our algorithm makes it by combining PanGu-Draw and an image variation model
without training a new model.

Figure 6 shows results of multi-control image generation by fusing PanGu-
Draw with different models, including image variation, depth-to-image, edge-to-
image generation models.

Figure 7 shows results of fusing two ControlNet models with our algorithm
and with the algorithm proposed by ControlNet [15], which fuses the features
of different ControlNets before injecting into the U-Net model. As we can see,
our algorithm is able to specify the prompts of different ControlNets such that
enabling a finer-grain control.
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“唐朝美少女，真人，甜美可爱，高清摄影，细节
清晰，紫色的长发在阳光下熠熠生辉，微笑的面容，
色彩鲜艳。”“Beautiful girl from the Tang Dynasty, 

real person, sweet and cute, high-definition 

photography, clear details, long purple hair shining in 

the sun, smiling face, bright colors.”

“一只金色的机械鹦鹉，它的羽毛由闪亮的金属片
组成，眼睛像宝石一样闪耀，站在一根古老航海木

杆上。”
“A golden mechanical parrot, its feathers made of shiny 

metal flakes and its eyes shining like gems, stands on 

an ancient nautical wooden pole.”

“动漫风格的风景画，有山脉、湖泊，也有繁华的小镇子，色彩鲜艳，光影效果明显。”
“Animation-style landscape paintings, including mountains, lakes, and bustling towns, with bright colors and 

obvious light and shadow effects.”

“一只精致的陶瓷猫咪雕像，全身绘有精美的传统
花纹，眼睛仿佛会发光。” “An exquisite ceramic 

cat statue with exquisite traditional patterns painted all 

over its body and eyes that seem to glow.”

“一只悠然自得的长颈鹿在绿色草原上悠闲地行
走。”

“A carefree giraffe walks leisurely on the green 
grassland.”

“超大广角下，沙漠、河流、绿洲交相辉映，落日余晖洒满大地，此景宛如摄影艺术家的作品，画面开
阔，色彩丰富。”“Under the super wide angle, deserts, rivers, and oasis complement each other, and the 

setting sun fills the earth. This scene is like the work of a photography artist, with a broad picture and rich colors.”

“一幅科幻风格的宇航员照片，背景为星空，人物
左右对称，蓝光照亮全身，照片清晰，色彩鲜明，
以纸艺和生物光效果呈现。”“A sci-fi style photo of 
an astronaut with a starry sky in the background. The 
figure is symmetrical. Blue light illuminates the whole 
body. The photo is clear and colorful. It is presented 

with paper art and bioluminescence effects.”

“喵喵帽的绿色花朵，洛丽塔风格的摄影，色彩鲜
明，光影自然。”“Green flowers in Meow Hat, 

Lolita style photography, bright colors, natural light 

and shadow.”

“一只色彩斑斓的鹦鹉，栖息在繁花似锦的树枝上，
画面风格为写实摄影，光影下鹦鹉毛发纹理清晰可
见。”“A colorful parrot is perched on a branch full of 

flowers. The style of the picture is realistic photography. 

The texture of the parrot's hair is clearly visible under 

the light and shadow.”

“一顶装饰有各种热带鸟类羽毛的华丽帽子。”
“An ornate hat decorated with feathers from various 

tropical birds.”

“金色猴子身着机甲，身姿娇小可爱，具有强烈的
武侠元素，居中展现。采用电影特效和粒子特效，
光线追踪，呈现出8K画质和极佳的细节刻画。”

“The golden monkey is dressed in a mecha, petite and 

cute, with strong martial arts elements, shown in the 

center. It uses movie special effects, particle special 

effects, and ray tracing to present 8K image quality and 

excellent detail characterization.”

“极具真实感的复杂的老人肖像。”
“Realistically complex portrait of an elderly person.”

Fig. 4: Images generated with PanGu-Draw, our 5B multi-lingual text-to-image gen-
eration model. PanGu-Draw is able to generate multi-resolution high-fidelity images
semantically aligned with the input prompts.

Multi-Resolution Image Generation. To benchmark the generation quality
and efficiency of our Coop-Diffusion algorithm on single-stage super-resolution,
we compare our algorithm with applying StableSR on the generated images of
SD1.5. We test on 500 samples from the COCO dataset. As shown in Table 2,
our algorithm achieves better quality and inference speed.
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(a) English text&pose-to-image. (b) English text&edge-to-image.


Fig. 5: Generation results of Different ControlNet models.

Table 2: Comparison with SD1.5+StableSR on COCO dataset.

Method FID↓ IS↑ CLIP-score↑ Speed (s/item)↓
SD1.5+StableSR 109.72 17.47 31.60 12.72
Coop-Diffusion(ours) 106.80 18.62 32.10 10.11

Figure 8 shows the results from the low-resolution model and our fusing algo-
rithm Coop-Diffusion by fusing the low-resolution model and our high-resolution
PanGu-Draw model. As we can see, PanGu-Draw adds much details to the low-
resolution predictions leading to high-fidelity high-resolution results.

5 Visual Comparison against Baselines

Figure 9 and 10 shows qualitative comparisons of PanGu-Draw against baseine
methods, including RAPHAEL [13], SDXL [9], DeepFloyd [12], DALL-E 2 [11],
ERNIE-ViLG 2.0 [6], PixArt-α [1] and . The input prompts are also used in
RAPHAEL and are provided at the bottom of the figure. As we can see, PanGu-
Draw generates high-quality images, which are better than or on par with these
top-performing models.

6 Potential Negative Impact and Limitations

Our method offers a more efficient way to train and apply a text-to-image gener-
ation model. We do not expect a negative social impact as the generated images
are generated with textual guidance. If the training data on some sensitive cate-
gories is available, the proposed method could be misused for generating images
of such sensitive categories like violence and weapons. Such misuse of image gen-
eration models poses a societal threat, and we do not condone using our work
with the intent of spreading misinformation or tarnishing reputation.

Our method currently have the following limitations: (1) As the VAE model
used in our model is lossy, details of small objects like small human face might
not be perfectly generated; (2) Our model is trained with English and Chinese
captions, so might not work properly in other language.
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“一栋黑色的房子”

("a black house")

(a) Input image and generation results of image variation.

(b) Input prompt and generation results of PanGu-Draw.

(c) Generation results of fusing image
variation and PanGu-Draw with Coop-

Diffusion algorithm.

“一个女人”

("a woman")

(a) Input depth map and generation results of depth-to-image.

(b) Input prompt and generation results of PanGu-Draw.

(c) Generation results of fusing depth-to-
image and PanGu-Draw with Coop-

Diffusion algorithm.

(a) Input edge map and generation results of edge-to-image.

“一栋黑色的房子”

("a black house")

(b) Input prompt and generation results of PanGu-Draw.

(c) Generation results of fusing edge-to-
image and PanGu-Draw with Coop-

Diffusion algorithm.

Fig. 6: Generation results of the fusing of an image variation/depth-to-image/edge-to-
image model and PanGu-Draw with the proposed Coop-Diffusion algorithm.
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"a black dog on the
left and a white dog
on the right on the

grass"

(a) Input prompts and edge maps, and generation results of single edge-to-image ControlNet.

"a white dog on the
grass."

"a black dog on the
grass."

(b) Input prompt and generation results of Multi-ControlNets. The
input edge maps are showed in (a).

(c) Generation results of fusing two
ControlNets in (a) with Coop-Diffusion.

Fig. 7: Generation results of the fusing of an image variation/depth-to-image/edge-to-
image model and PanGu-Draw with the proposed Coop-Diffusion algorithm.
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LR model LR model + PanGu-Draw

Fig. 8: Images generated with a low-resolution (LR) model and the fusion of the LR
model and HR PanGu-Draw with our Coop-Diffusion. This allows for single-stage
super-resolution for better details and higher inference efficiency.
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RAPHAEL Stable Diffusion XL DeepFloyd PanGu-DrawDALL-E 2 ERNIE-ViLG 2.0 PixArt-α

1. A parrot with a pearl earring, Vermeer style.

2. A car playing soccer, digital art.

3. A Pikachu with an angry expression and red eyes, with lightning around it, hyper realistic style.

4. Moonlight Maiden, cute girl in school uniform, long white hair, standing under the moon, celluloid style, Japanese 

manga style.

5. Street shot of a fashionable Chinese lady in Shanghai, wearing black high-waisted trousers.

6. Half human, half robot, repaired human, human flesh warrior, mech display, man in mech, cyberpunk.

Fig. 9: Visual comparison of PanGu-Draw against baseline methods, including
RAPHAEL [13], SDXL [9], DeepFloyd [12], DALL-E 2 [11], ERNIE-ViLG 2.0 [6], and
PixArt-α [1]. The input prompts are also used in RAPHAEL and are provided at the
bottom of the figure. The results of PanGu-Draw are better than or on par with these
top-performing baseline models.
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RAPHAEL

Stable Diffusion XL

DeepFloyd

Pangu-Draw

DALL-E 2

ERNIE-ViLG 2.0

PixArt-α

Midjourney V5.1

1. A cute little matte low poly isometric cherry blossom forest island, waterfalls, lighting, soft shadows, trending on Artstation, 

3d render, monument valley, fez video game.

2. A shanty version of Tokyo, new rustic style, bold colors with all colors palette, video game, genshin, tribe, fantasy, overwatch.

3. Cartoon characters, mini characters, figures, illustrations, flower fairy, green dress, brown hair, curly long hair, elf-like wings, 

many flowers and leaves, natural scenery, golden eyes, detailed light and shadow , a high degree of detail.

4. Cartoon characters, mini characters, hand-made, illustrations, robot kids, color expressions, boy, short brown hair, curly hair, 

blue eyes, technological age, cyberpunk, big eyes, cute, mini, detailed light and shadow, high detail.

Fig. 10: Visual comparison of PanGu-Draw against baseline methods, including DALL-
E 2 [11], ERNIE-ViLG 2.0 [6], DeepFloyd [12], SDXL [9], RAPHAEL [13],Midjourney
V5.1 and PixArt-α [1]. The input prompts are also used in RAPHAEL and are provided
at the bottom of the figure. The results of PanGu-Draw are better than or on par with
these top-performing baseline models.
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