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Abstract. The labor-intensive labeling for semantic segmentation has
spurred the emergence of Unsupervised Semantic Segmentation. Recent
studies utilize patch-wise contrastive learning based on features from
image-level self-supervised pretrained models. However, relying solely on
similarity-based supervision from image-level pretrained models often
leads to unreliable guidance due to insufficient patch-level semantic rep-
resentations. To address this, we propose a Progressive Proxy Anchor
Propagation (PPAP) strategy. This method gradually identifies more
trustworthy positives for each anchor by relocating its proxy to regions
densely populated with semantically similar samples. Specifically, we ini-
tially establish a tight boundary to gather a few reliable positive samples
around each anchor. Then, considering the distribution of positive sam-
ples, we relocate the proxy anchor towards areas with a higher concen-
tration of positives and adjust the positiveness boundary based on the
propagation degree of the proxy anchor. Moreover, to account for am-
biguous regions where positive and negative samples may coexist near the
positiveness boundary, we introduce an instance-wise ambiguous zone.
Samples within these zones are excluded from the negative set, further
enhancing the reliability of the negative set. Our state-of-the-art per-
formances on various datasets validate the effectiveness of the proposed
method for Unsupervised Semantic Segmentation. Our code is available
at https://github.com/hynnsk/PPAP.

Keywords: Unsupervised Semantic Segmentation,Contrastive Learning

1 Introduction

Semantic Segmentation plays a vital role in various fields, including robotics and
autonomous driving [6,8,18,36,37,49,51,55]. With the abundant data available
in media, developing high-quality semantic segmentation models has become
feasible [32], though this has also increased the demand for extensive human
annotations. Likewise, the increasing burden on human labor has spurred the
emergence of Unsupervised Semantic Segmentation (USS) [13, 22, 27, 29–31, 45,
46,48,54].

The main challenge in USS stems from the lack of supervision to train the
model. To overcome this, prior works [22, 46, 54] suggested first learning the
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Fig. 1: (a) Illustration of how positive and negative sets are determined in HP [46] and
Ours. Different colors indicate different potential classes. In HP, k-th nearest neighbor
on a per-sample basis becomes an instance-wise positiveness criterion, and all other
samples farther than k-th neighbor are considered as the negatives. On the other hand,
we progressively propagate the proxy anchor to be relocated in the region surrounded
by semantically similar samples. Consequently, we enable the trustworthy positive col-
lection with numerous samples in dense regions. Additionally, we define an ambiguous
region around the positiveness boundary where semantic boundaries might be am-
biguous. By excluding the samples in the ambiguous region in training, we avoid the
undesired repulsion between the anchor and the possibly false positives in the negative
set. (b) The number of positives and their precision with respect to the ground truth la-
bel for a randomly sampled subset of the dataset. The X-axis represents anchors within
the range of [0%, q%] in the anchor list, sorted in ascending order by the number of
identified positives. The bar plot displays the average number of gathered positives,
and the line plot illustrates their precision, as determined by the ground truth labels
of both the anchor and the positives.

image-level representation space and then leveraging this knowledge to develop
the ability of pixel-level understanding. Likewise, utilizing self-supervised pre-
trained models [3, 4, 24] to provide supervision in USS became mainstream.
By employing these foundation models, previous techniques have demonstrated
promising results, particularly by learning the relationship among image patches
in the dataset [22,46,54].

Yet, we notice that existing methods still encounter challenges in discovering
trustworthy relationships between patches. For instance, HP [46], the latest USS
technique based on contrastive learning, utilized k-th nearest neighbor of each
anchor to determine an appropriate boundary for positive set selection. While
discretizing samples with such a boundary provides an intuitive basis, it often
leads to unreliable supervision. This is because they exclusively rely on the sim-
ilarity metric on a per-patch basis within an imperfect embedding learned in
an unsupervised manner at the image-level [4]. Consequently, as illustrated in
Fig. 1a, this approach may cause anchors to gather false positives (FP) 1 in the
positive set especially when they are located in data-sparse areas or near the

1 The italic ‘false positives (FP)’ and ‘true positives (TP)’ [50] represent samples that
incorrectly and correctly included in the set, respectively, throughout the paper.
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semantic boundaries while encouraging anchors in dense regions to repel FP in
the negative set. Specifically, in Fig. 1b, we present a quantitative comparison
between HP and our method, focusing on the number and precision of collected
positives. As observed, we note that only 77.5% of the positives identified by HP
match the ground truth labels, even though the number of positives is insuffi-
cient. Precision further decreases for instances in data-sparse regions; samples
with a small number of gathered positives exhibit even lower precision (bottom
10% samples retain only 33.81% precision on discovered positives). This indi-
cates the inclusion of a substantial number of FP in the positive set, thereby
attracting semantically dissimilar samples and leading to unstable learning.

To mitigate these issues, we propose a Progressive Proxy Anchor Propa-
gation (PPAP) strategy to deal with the vulnerability of the per-patch-based
similarity metric in an image-level pretrained embedding space. Our goal is to
establish a reliable proxy anchor by considering the data distribution surround-
ing each anchor, thereby gathering patches with more trustworthy positive and
negative relationships minimizing ambiguity. This approach can also obtain a
larger number of training guidance as it enhances the precision of gathered re-
lationships. Specifically, to discover the position of the proxy anchor, we begin
by defining a tight boundary around each anchor to construct a small, reliable
positive set. The rationale behind establishing a tight boundary is rooted in
the observation that samples within closely adjacent regions are highly likely
to share similar semantics even within the image-level pretrained embedding
space. Subsequently, we iteratively undertake the following two steps to enlarge
a trustworthy positive set per anchor: 1) Re-define the position of a proxy anchor
based on the distribution of identified positive samples, 2) Lower the similarity
threshold for the positiveness criterion, i.e., expand the boundary, according to
the reliability of the new proxy anchor position, and gather the updated positive
set. Likewise, by discovering the samples with similar semantics and moving the
proxy anchor towards the center point of such samples, we expect the assem-
bly of trustworthy positives. This strategy enables collecting a large number of
positive patches with high precision, as shown in Fig 1b. Still, a positiveness
boundary might not be a perfect measure to detect all the positive samples. In
other words, there exists a degree of ambiguity around the boundary, where both
positive and negative instances might coexist. To address this, we expand the
original binary relationship categorization of samples, i.e., positive and negative,
for contrastive learning into tri-partite groups, i.e., positive, negative, and am-
biguous. The size of the ambiguous set is determined based on the reliability of
the relocated proxy anchor. Consequently, while utilizing the positive and neg-
ative sets in contrastive learning, we disregard the ambiguous set, as including
FP in the negative set often disrupts the stable training [11].

Overall, our contributions are summarized as follows:

– We propose Progressive Proxy Anchor Propagation (PPAP), which system-
atically gathers trustworthy positive samples for each anchor by progressively
analyzing the distribution of the positive samples.
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– We establish an ambiguity-excluded negative set based on the propagated
proxy anchor, defining a semantically ambiguous zone for each anchor. This
approach effectively eliminates potential FP in the negative set.

– The efficacy of our trustworthy contrastive learning is validated by achieving
new state-of-the-art performances across diverse datasets.

2 Related Work

2.1 Unsupervised Semantic Segmentation

Semantic segmentation aims to classify the semantics of individual pixels within
an image [5, 7, 8, 17, 37, 42, 44, 55, 58]. In recent years, the integration of trans-
formers into semantic segmentation has emerged as a promising research direc-
tion [12,35,51]. However, achieving pixel-wise supervision requires extensive hu-
man labor. The necessity of learning semantic segmentation without supervision
has become apparent in recent literature [13,27,29,30,45,46,48,54]. Earlier tri-
als [13,27] learned to maintain consistent semantics across the paired features. In
contrast, recent techniques [22,46,54] have employed Vision Transformer (ViT)
models trained in a self-supervised manner as backbone networks to transfer
knowledge to the segmentation head. For instance, transFGU [54] grouped tar-
get datasets based on prior knowledge and generated pseudo-labels to train the
segmentation model. STEGO [22] tried to maintain the patch relationships in
the segmentation head by distilling feature correspondences to segmentation
correspondences. HP [46], on the other hand, identified hidden positives using
the k-th nearest neighbor criterion to guide the contrastive objective. Our goal
aligns with previous works in seeking pseudo-supervision by considering patch
relationships. However, the key difference lies in our approach of considering
data distribution to find trustworthy pseudo-supervision within the imperfect
embedding space.

2.2 Self-supervised Representation Learning

Self-supervised representation learning has long been spotlighted for its effective-
ness in providing a decent initialization point for various downstream tasks [4,22].
There are several prevalent approaches in this domain, including pretext tasks
which learn the representation by reconstructing the original input from aug-
mented images [9, 16, 20, 34, 40, 41, 57], relation-based approaches [3, 10, 21, 24,
39] and masked-modeling approaches [23, 47, 52, 53]. While masked-modeling
approaches excel at preserving local context, they are often less efficient in
learning discriminative representations [23,25,53]. Therefore, relation-based ap-
proaches [4, 56], particularly DINO [4], are popularly employed in the realm of
USS [22, 46, 54]. Although the features from DINO are powerful in describing
semantics for the whole image, their direct use for semantic segmentation proves
effective due to the model being trained at the image-level, as shown in Fig 1b.
In this regard, we have developed algorithms to complement the representation
of DINO for the promotion of such features to reflect pixel-level semantics.
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Fig. 2: Overall procedure of Progressive Proxy Anchor Propagation (PPAP). Our back-
bone consists of two branches: one for acquiring the training guidance, and the other
for task adaptive finetuning. Specifically, the former feature extractor produces feature
f used to compute training guidance via trustworthy positive and ambiguity-excluded
negative sets by PPAP, and its parameters are frozen for stable guidance. On the other
hand, the latter branch is being finetuned with the training guidance to learn task-
adaptive feature z.

3 Method

3.1 Background and Overview

Recently, it has become mainstream to utilize the positive relationships among
patches in training for Unsupervised Semantic Segmentation (USS) [22, 46, 54].
They exploited the patch-wise embeddings from a pretrained foundation model.
However, we claim that they heavily relied on the similarity measured in im-
perfect embedding space for inferring patch-level training guidance. Instead, in
this paper, we suggest the importance of considering the data distribution; since
not all anchors are highly likely to be densely surrounded by semantically simi-
lar patch features in the embedding space, we aim to search for better spots to
gather a sufficient number of trustworthy positive and negative samples.

The architecture of our method is illustrated in Fig 2. Following the recent
works [22,46,54], our goal is to learn an appropriate projection function for the
features extracted from a pretrained model suitable to the USS task. To achieve
this, we define two streams using the pretrained ViT; for the first stream we keep
all the blocks frozen to provide reliable supervision, and for the other stream we
finetune the last block for adapting features to the semantic segmentation task.
Given a mini-batch of images {xb}Bb=1, the former stream computes pairs of B×
H×W patch features fi ∈ RD where H×W is the number of patch features for an
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image and D stands for the dimension of embedding space. On the other hand,
the latter stream producing projected patch features zi ∈ RD is being finetuned
with the gathered positive and negative sets. Specifically, the process begins by
determining the positive set Pi with fi. Through the iterative process of positive
gathering and proxy anchor relocation, we construct trustworthy positive set.
Afterward, we determine the ambiguity-excluded negative set to train zi. In
the following sections, we discuss the Progressive Proxy Anchor Propagation
strategy to obtain trustworthy positive and ambiguity-excluded negative sets. in
Sec. 3.2 and Sec. 3.3, respectively.

3.2 Progressive Proxy Anchor Propagation

Collecting a sufficient amount of trustworthy pseudo-supervision is a cumber-
some task but crucial for the performance in USS [11].

To this end, we propose a Progressive Proxy Anchor Propagation algorithm
to identify the reliable region for each anchor, where semantically similar samples
to each anchor are densely located, as described in Fig. 2. The propagation pro-
cess begins by forming an initial positive set comprising samples that are highly
adjacent to each anchor. Subsequently, the algorithm employs an iterative pro-
cess composed of two following steps: 1) relocate the proxy anchor towards more
densely populated regions identified with the distribution of gathered positives,
and 2) identify positive samples around the proxy anchor according to the ex-
panded boundary. Note that the proxy anchor (i.e., relocated anchor) provides
a positive collection criterion on behalf of the anchor where its boundary for
positive collection is proportional to the reliability of the proxy anchor’s new
position that is measured by the propagation degree of the proxy anchor. The
proxy anchor position is considered more reliable if it does not move signifi-
cantly, suggesting it is already surrounded by samples with similar semantics.
This enables each anchor to gather numerous trustworthy positive samples.

Specifically, the initial positive set P0
i of a given anchor fi is obtained by

applying the initial positiveness criterion Φ0 to gather as below:

P0
i = {j | fi · fj > Φ0

i , j ∈ B}, ∀iΦ0
i = Φ0, (1)

where B denotes the set containing all patch features within the mini-batch, i.e.,
|B| = B × H × W , and (·) refers to the similarity measure between two vec-
tors (typically the cosine similarity). Here, the criterion Φ0 is to decide whether
all other patch features in the mini-batch are positive or not, based on the sim-
ilarity threshold. This initial threshold is set to be big enough to make a tight
criterion and is shared across all anchors. Such a tight boundary from a large
initial criterion is for stable proxy anchor relocation since the samples with close
proximity are more likely to be semantically similar.

Then, to propagate the proxy anchor toward the positives-dominant region,
we derive the new proxy anchor position by averaging the collected positive
set. This way, we take the distribution of the gathered positives into account.
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Formally, out of total T steps of relocation, we present the t-th relocated position
of an anchor fi as vt

i , as follows:

vt
i =

1

|Pt−1
i |

∑
j∈Pt−1

i

fj . (2)

To account for using the average points of the positive set, we posit that the close
vicinity of the proxy anchor is highly likely to retain the same semantic. Thus,
we claim that the center point of the gathered positives will move the proxy
anchor closer to a dense region populated with semantically similar samples.

Furthermore, the positiveness criterion Φt
i should be reliability-adaptively

adjusted. We determine the reliability of vt
i based on the similarity to the pre-

vious proxy anchor position vt−1
i since we assume that the proxy anchor point

is converged to the center point of semantically similar patches if the scope of
the propagation in a single step is limited (i.e., high similarity between vt−1

i and
vt
i). With such intuition, we revise the criterion Φt

i to be loosened when there is
high reliability (vt

i and vt−1
i are in close proximity) on the position vt

i as follows:

Φt
i = Φt−1

i − (1− (vt−1
i · vt

i))/σpos, (3)

where σpos is a coefficient used to prevent excessive reduction of the criterion.
Note that v0

i = fi. Consequently, the positive set at iteration t is expressed with
the revised criterion Φt

i with the new proxy anchor point vt
i as follows:

Pt
i = {j | vt

i · fj > Φt
i, j ∈ B}. (4)

The process above is iteratively performed (Eq. 2 - Eq. 4) for T times to
discover a reliable zone to sample the positives PT

i .

3.3 Ambiguity-excluded Negative Set

Along with the importance of gathering trustworthy positive sets for contrastive
learning, preserving the reliability of the negative sets is another important fac-
tor [11]. Accordingly, we utilize the propagated proxy anchor vT

i as the base to
compose the negative set to prevent the conflict to the positive set PT

i .
However, we point out the presence of an ambiguous zone for each anchor

where positives and negatives are intermixed, making it unclear to categorize
them exactly on one side. When the samples in such a zone are considered nega-
tives, the model may face unwanted repulsion. Derived from such motivation, we
additionally define an ambiguous set for each anchor that is neither included in
the positive set nor the negative set, thereby excluding them from the learning
process.

The method to establish the ambiguous set is similar to the process for
positive set sampling: we update the criterion over the T steps of the proxy
anchor propagation in an anchor-dependent manner and define the set according
to this criterion. However, the key difference lies in how we determine the initial
ambiguity criterion Ψ0. Unlike the boundary Φ for positive selection, we set
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Ψ to a small value at the initial step to serve as a loose boundary since the
vicinal areas of an initial anchor fi might not be reliable. This criterion is then
progressively raised in the subsequent steps.

Given the initial anchor point v0
i as fi and the t-th propagated proxy anchor

point vt
i through proxy anchor propagation (Eq. 2), we progressively adjust the

ambiguity criterion by:

Ψ t
i = Ψ t−1

i + (1− (vt−1
i · vt

i))/σamb, (5)

where σamb is a coefficient to prevent excessive increase of the criterion and
∀iΨ0

i = Ψ0. Through t steps, Ψ t
i tightens the boundary if the position of the

proxy anchor becomes densely surrounded by the positives. In other words, if
the relocated proxy anchor is positioned in a densely populated area, there is less
probability of having semantically alike samples outside the positive sampling
region formed with Eq. 3.

After determining the ambiguity criterion through T steps, we then proceed
to define the ambiguous set. Using the T -th relocated proxy anchor vT

i , the
ambiguous set Ai for the anchor fi is defined as follows:

Ai = {j | (vi · fj > ΨT
i ) ∧ (vi · fj < ΦT

i ), j ∈ B}. (6)

Finally, the negative set N is organized as follows:

Ni = {j | (j /∈ Pi) ∧ (j /∈ Ai), j ∈ B}. (7)

3.4 Training Objective

Following existing works [13, 22, 27, 46] in USS, we utilize contrastive learning
objecitve [10,28]. With the aim of distinguishing the semantically similar positive
set PT

i and dissimilar negative set Ni, the objective is expressed as:

Lcon
i =

−1

|PT
i |

∑
p∈PT

i

log
exp(zi · zp/τ)∑

n∈(Ni∪PT
i )

exp(zi · zn/τ)
, (8)

where τ is a temperature parameter, and PT
i and Ni denote positive and negative

sets for i-th anchor, respectively.

4 Experiments

4.1 Experimental Settings

Datasets. Following previous protocols [13,19,22,27,46], we evaluate our method
on COCO-stuff [1] and Cityscapes [14], Potsdam-3, and ImageNet-S [19] datasets.
Further details can be found in the Appendix. COCO-stuff is a dataset for scene
understanding tasks, e.g., semantic segmentation, detection, and image caption-
ing, that consists of 172 classes. Among them, the COCO-stuff benchmark for
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Table 1: Experimental results on COCO-stuff dataset.

Method Backbone Unsupervised Linear
Acc. mIoU Acc. mIoU

DC [2] R18+FPN 19.9 - - -
MDC [2] R18+FPN 32.2 9.8 48.6 13.3
IIC [27] R18+FPN 21.8 6.7 44.5 8.4
PiCIE [13] R18+FPN 48.1 13.8 54.2 13.9
PiCIE+H [13] R18+FPN 50.0 14.4 54.8 14.8

DINO [4] ViT-S/8 28.7 11.3 68.6 33.9
TransFGU [54] ViT-S/8 52.7 17.5 - -
STEGO [22] ViT-S/8 48.3 24.5 74.4 38.3
HP [46] ViT-S/8 57.2 24.6 75.6 42.7
PPAP (Ours) ViT-S/8 59.0 27.2 76.9 46.3

DINO [4] ViT-S/16 22.0 8.0 50.3 18.1
STEGO [22] ViT-S/16 52.5 23.7 70.6 34.5
HP [46] ViT-S/16 54.5 24.3 74.1 39.1
PPAP (Ours) ViT-S/16 62.9 26.5 76.0 43.3

USS utilizes 27 classes. Cityscapes is another large-scale dataset for scene under-
standing that consists of 30 classes captured across 50 different cities. Similarly
to COCO-stuff, 27 subclasses are used for the benchmark. In addition, Potsdam-
3 contains satellite images that are divided into 3 classes. Lastly, ImageNet-S
is a large-scale dataset which has 1.2 million training images with 919 semantic
classes.

Evaluation Protocols. For COCO-stuff, Cityscapes, and Potsdam-3 datasets,
we adopt two evaluation methods: clustering (unsupervised) and linear probe [22,
46]. Clustering evaluates the alignment between the prediction and the ground
truth with the Hungarian matching algorithm. On the other hand, the linear
probe utilizes an additional fully connected layer for classification. For both
evaluations, we apply the post-processing step using a Conditional Random
Field (CRF) [33] to refine the predictions. Accuracy (Acc.) and mean Intersection
over Union (mIoU) are used to measure the performances. For the evaluation
on the ImageNet-S dataset, we adopt mIoU with distance matching i.e., the
k-nearest neighbors classifier with k=10, following the evaluation protocol from
PASS [19].

4.2 Experimental Results

Quantitative Result. We compare the performances of our method with vari-
ous baselines [2,13,22,27,46,54]. In Tab. 1, we observe that the recent works with
the ViT backbone outperform the other ones, and among them, our approach
demonstrates state-of-the-art performances across all metrics. In particular, our
PPAP, equipped only with the sampling strategies for both the positive and
negative samples, exceeds HP [46] that utilizes contrastive learning also with
locality learning in a task-specific perspective.
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Table 2: Experimental results on Cityscapes
dataset.

Method Backbone Unsupervised Linear
Acc. mIoU Acc. mIoU

MDC [2] R18+FPN 40.7 7.1 - -
IIC [27] R18+FPN 47.9 6.4 - -
PiCIE [13] R18+FPN 65.5 12.3 - -

DINO [4] ViT-S/8 34.5 10.9 84.6 22.8
TransFGU [54] ViT-S/8 77.9 16.8 - -
HP [46] ViT-S/8 80.1 18.4 91.2 30.6
PPAP (Ours) ViT-S/8 82.0 19.6 90.8 31.5

DINO [4] ViT-B/8 43.6 11.8 84.2 23.0
STEGO [22] ViT-B/8 73.2 21.0 90.3 26.8
HP [46] ViT-B/8 79.5 18.4 90.9 33.0
PPAP (Ours) ViT-B/8 83.3 21.2 91.4 36.5

Table 3: Experimental results on
Potsdam-3 dataset.

Method Backbone Unsupervised
Acc. mIoU

Rand. CNN [27] VGG11 38.2 -
K-Means [43] VGG11 45.7 -
SIFT [38] VGG11 38.2 -
CP [15] VGG11 49.6 -
CC [26] VGG11 63.9 -
DeepCluster [2] VGG11 41.7 -
IIC [27] VGG11 65.1 -

DINO [4] ViT-B/8 53.0 -
STEGO [22] ViT-B/8 77.0 -
HP [46] ViT-B/8 82.4 69.7
PPAP (Ours) ViT-B/8 83.2 71.0

Table 4: Experimental results on ImageNet-S
validation set. †: reproduced performance.

Method Backbone IN-S IN-S300 IN-S50

SwAV [3] ResNet-50 15.1 22.4 -
PASS [19] ResNet-50 15.6 25.1 -

DINO† [4] ViT-S/16 7.3 12.0 22.8
HP† [46] ViT-S/16 8.6 14.4 29.5
PPAP (Ours) ViT-S/16 25.7 37.3 59.3

Table 5: Ablation study varying each
component.

PPAP Unsupervised
TPS ANS Acc. mIoU

- - 49.1 22.9
✓ - 53.7 25.0
- ✓ 55.5 25.1
✓ ✓ 62.9 26.5

In terms of the backbone, we achieve greater improvements with the ViT-
S/16, which uses larger-sized patch features. We attribute these results to the
robust property of our PPAP. Unlike PPAP, other methods are shown to yield
better results with the small patch size (ViT-S/8 backbone) since the patches
with the larger size are more likely to include a mixture of semantics. Yet, our
proposed PPAP is guided to search for semantically similar patches to learn its
prototypical proxy point and even disregard the patches that retain an ambigu-
ous relationship with the given anchor. As a result, PPAP achieves promising
results by a margin up to 15.41% and 9.05% compared to HP [46] in unsupervised
Acc. and mIoU, respectively.

Performance comparison on the Cityscapes dataset is displayed in Tab. 2.
Similar to the results on the COCO-stuff dataset, our proposed PPAP achieves
new state-of-the-art results except in one case. These results further verify the
applicability of our components to different datasets.

PPAP also shows improvement on the Potsdam-3 as shown in Tab. 3, but the
difference is modest due to the dataset’s limited three distinct semantic classes,
well clustered by pretrained ViT features. However, our method demonstrates
greater enhancements on datasets with more and less distinct semantic classes,
not as effectively distinguished by the pretrained backbones.

On the ImageNet-S dataset, PPAP significantly outperforms existing meth-
ods, PASS [19] and HP [46], as shown in Tab. 4. We also conduct experiments
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Fig. 3: Qualitative comparison results of PPAP (Ours) with STEGO and HP on the
COCO-stuff dataset with DINO pretrained ViT-S/8 backbone.

on the subsets ImageNet-S300 and ImageNet-S50, which contain 300 and 50
classes, respectively. The superior performance of PPAP on these datasets fur-
ther demonstrates its scalability compared to existing methods.

Our PPAP algorithm shares similarities with k-means clustering in that both
methods iteratively find and relocate points through averaging. However, there
are three critical differences: 1) PPAP aims to discover patch-wise proxy anchor
rather than having instances within a cluster share a single proxy. 2) PPAP
enables a stable initial relocation process by using only the very close nearest
neighbors of an anchor. 3) PPAP accurately determines the positiveness and
negativeness of each anchor based on the degree of its relocation. In contrast,
simply applying k-means clustering and assigning positive relationships to all
features within each cluster leads to high recall but low precision in the positive
set. For example, we observed that the precision of positives with k-means is
only 22%, even when the number of classes is given as a prior. In comparison,
PPAP achieves a precision of 72% on the COCO-stuff dataset using the DINO
pretrained ViT-S/16 model without class prior.

Qualitative Result. We display our quantitative results in comparison to
STEGO [22] and HP [46] in Fig. 3. Considering the complexity of the scenes,
we plot simple to complicated scenes in order from left to right. To be brief, our
PPAP shows consistent results to have fewer mispredicted pixels compared to
the baselines. Particularly, our proposed method is robust to pixel-wise noises
because each anchor is progressively propagated to search for reliable points that
address the vulnerability of per-sample basis inference in the imperfect embed-
ding space learned in an unsupervised manner at the image-level.

4.3 Ablation Study

We provide ablation studies to evaluate the individual components and key hy-
perparameters. The primary components under study are: 1) Trustworthy Pos-
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Fig. 4: Ablation studies of various coefficients on three different datasets. Whereas the
X-axis denotes the value of each hyperparameter, the Y-axis shows the performance.

itive Set (TPS) obtained based on PPAP and 2) Ambiguity-excluded Negative
Set (ANS). Additionally, we examined the impact of hyperparameters, specifi-
cally: 1) coefficients σpos and σamg to regulate the criteria and 2) initial criteria
Φ0 and Ψ0.

Varying Components of PPAP. We perform an ablation study to assess the
individual contributions of each component, which are presented in Tab. 5. These
experiments are performed on the COCO-stuff dataset with ViT-S/16 backbone.
For the baseline, we train the model using contrastive loss based on positives
determined with the initial positiveness criterion P0 and negatives comprising
all remaining samples. Incorporating the TPS yields improvements of 9.36% in
unsupervised accuracy and 9.17% in mIoU. For the experiment on the third row,
the ambiguous set for contrastive loss is defined after T -step propagation, while
the positive set is defined with the initial positiveness criterion P0. This brings
13.03% and 9.6% enhancements over the baseline. These results verify that both
components significantly contribute to performance enhancement. Consequently,
with both components combined, we observe a notable overall improvement of
28.11% in accuracy and 15.72% in mIoU.

Varying σpos and σamb. In Fig 4a and 4b, we carry out an ablation study
on the coefficient σ, which is crucial for controlling the degree of reduction and
increase in positiveness and ambiguity criteria, respectively. A smaller σpos leads
to a more intensive reduction in the positiveness criterion, while a bigger σpos
results in a more gradual reduction. Such property is reflected in the outcomes
presented in Fig 4a. A smaller σpos tends to lower the performance due to FP er-
roneously included in the positive set. On the other hand, moderately larger σpos
helps to mitigate the aforementioned problem. σamb follows the same principle:
a smaller value results in a more substantial increase of the criterion, escalating
the possibility of erroneously repelling FP in the negative set. And a bigger value
leads to a more moderate increase. A proper σ can prevent both the excessive
changes in the criteria. We note that it is advisable to choose values around 3
to ensure stability.



Progressive Proxy Anchor Propagation 13

Table 6: Comparing both TP in positive set (P) and FP in negative set (N ) between
HP and Ours on 3 datasets. Numbers and percentages are the results averaged from
subsamples of each dataset. S/8 and B/8 indicate ViT-S/8 and ViT-B/8 backbone,
respectively.

Cityscapes (S/8) COCO-stuff27 (S/8) Potsdam-3 (B/8)
HP [46] Ours HP [46] Ours HP [46] Ours

Number of positives in P 78 1838 142 288 136 194
% of TP in P 88.83 90.18 81.98 87.15 83.60 88.62

Number of negatives in N 50K 43K 50K 46K 50K 30K
% of FP in N 21.33 14.22 7.34 5.92 34.08 29.01

Varying Φ0 and Ψ0. Ablation studies for varying Φ0 and Ψ0 are shown in
Fig. 4c and 4d. These parameters act as the initial criteria for selecting positive
and ambiguous samples and serve as key hyperparameters in our method. For
Φ0, as samples in close vicinity to the anchor are highly likely to share the same
semantics, setting its initial value low incurs the existence of FP in the positive
set. Still, setting the Φ0 too high results in selecting only a few positives that the
anchor relocation is implemented only within its very close proximity. Regarding
Ψ0, setting Ψ0 too small significantly reduces the size of the negative set and
leads to a shortage of hard negative samples in the negative set, while too large
Ψ0 increases FP in the negative set. We found that values of 0.55 for Φ0 and
0.15 for Ψ0 consistently perform well across all datasets and models. Note that
we also found that higher Φ0 requires more propagation steps (i.e., bigger T ).

4.4 Trustworthiness of Positive and Negative Sets.

If excessive FP and FN are present in contrastive loss, the model may face
undesired attraction and repulsion, respectively. We contend that mitigating
these issues can enhance the trustworthiness of contrastive learning. To verify
the robust trustworthiness of our method, previously, we conducted a precision
comparison of the positive sets between ours and HP [46] on Fig. 1b. Notably,
ours not only collects more positive samples than HP but also achieves a higher
precision (i.e., ratio of TP). For further demonstration, we present the ratios of
TP in the positive set (P) and FP in the negative set (N ) for three datasets
in Tab. 6. As shown, ours got a higher ratio of TP in P and lower ratio of FP
in N than HP, even with a much larger size of the positive set. For example,
we can observe that Ours got 23× more positives with a higher ratio of TP on
Cityscapes dataset with ViT-S/8 backbone. Likewise, we ensure the trustwor-
thiness of contrastive learning under more reliable positive and negative sets.

4.5 Visualization of Patches in Positive Set

We illustrate how HP [46] and our proposed PPAP organize the positive sam-
ples for each anchor through visualizations in Fig. 5. As depicted throughout
the visualizations, there is a tendency for our method to collect more positive
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Fig. 5: Comparison of gathered positives between HP and PPAP (Ours) with the
visualizations. In all examples, blue boxes indicate the selected anchor patch and the
red boxes denote the patches that are considered as positive to an anchor. In (d), yellow
dotted circles exist to highlight the region where the FP are detected.

patches compared to the baseline. On top of that, we can also observe that pos-
itive samples that are semantically identical are progressively obtained through
the propagation steps in (a), (b), and (c). Lastly, along with the numerically
measured difference in the precision of the positive sets, we find that falsely de-
tected positives by the baseline in (d) are not considered positive in ours. To
account for such a phenomenon, we claim that the presence of ambiguous zones
enables the filtering of the hard negative samples.

5 Conclusion

To tackle the challenge of USS, previous approaches have primarily relied on ex-
ploiting patch relationships to guide the training process. In this work, we extend
this mainstream to ensure the reliability of the gathered guidance. Specifically,
we consider the data distribution around the anchor to identify densely crowded
regions containing samples with similar semantics. By relocating the proxy an-
chor to these regions, we expect it to be surrounded by trustworthy positives,
creating a large positive set with high precision. In addition, we address instance-
wise ambiguous zones where samples with similar and dissimilar semantics coex-
ist. By excluding samples from these regions during training, we aim to eliminate
FP in the negative set, preventing unstable training. Our state-of-the-art results
verify the importance of ensuring the reliability of the supervision in USS.
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