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Abstract. Human-scene Interaction (HSI) generation is a challenging
task and crucial for various downstream tasks. However, one of the ma-
jor obstacles is its limited data scale. High-quality data with simulta-
neously captured human and 3D environments is hard to acquire, re-
sulting in limited data diversity and complexity. In this work, we argue
that interaction with a scene is essentially interacting with the space
occupancy of the scene from an abstract physical perspective, leading us
to a unified novel view of Human-Occupancy Interaction. By treating
pure motion sequences as records of humans interacting with invisible
scene occupancy, we can aggregate motion-only data into a large-scale
paired human-occupancy interaction database: Motion Occupancy Base
(MOB). Thus, the need for costly paired motion-scene datasets with
high-quality scene scans can be substantially alleviated. With this new
unified view of Human-Occupancy interaction, a single motion controller
is proposed to reach the target state given the surrounding occupancy.
Once trained on MOB with complex occupancy layout, which is strin-
gent to human movements, the controller could handle cramped scenes
and generalize well to general scenes with limited complexity like reg-
ular living rooms. With no GT 3D scenes for training, our method
can generate realistic and stable HSI motions in diverse scenarios, in-
cluding both static and dynamic scenes. The project is available at
https://foruck.github.io/occu-page/.
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1 Introduction

Human-Scene Interaction (HSI) generation has been an active field recently with
its application in animation [36] and embodied AI [35, 38]. For ideal HSI gen-
eration, models should be able to control the flexible articulated human body
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Fig. 1: We propose that interacting with scenes is essentially interacting with its space
occupancy for static HSI. In this view, we can unify motion-only data into a unified
human-occupancy knowledge base and train a versatile Human-Occupancy Interaction
controller upon it, achieving stable generation under various scenarios.

to conduct various motions in highly complex 3D environments, considering ge-
ometry constraints, motion feasibility, and diversity. In this paper, we focus on
interactions without changing the scene, which we refer to as static HSI.

The limited data acquisition is a major obstacle for static HSI generation.
Simultaneous capture of human and 3D scenes is expensive. Some [11, 56] col-
lected data only for a narrow range of target objects. Widely adopted PROX [12]
contains only 60 clips with limited diversity and complexity. HUMANISE [45]
synthesized data by fitting motion from large-scale motion base AMASS [27]
into various scenes. CIRCLE [1] put the scenes in VR applications to reduce the
cost. Most efforts take explicit scenes as necessary assets. Instead, we dig into
the essence of static HSI and revisit it from a space occupancy view.

Space occupancy is usually identified as an elementary constraint for HSI:
humans and scenes cannot occupy the same space simultaneously, which prevents
humans from penetrating scenes. We argue that occupancy is inherently the
primary factor, especially for static HSI, which is essentially interaction with
the scene occupancy. As in Fig. 1, sitting on a chair is practically sitting on a
chair-shaped solid being. The chair’s occupancy allows us to rest our weight upon
it, offering options to sit or stand, i.e., affordances, while its height and shape
naturally invite sitting. Other elements like category labels (e.g ., identifying
it as a “chair” semantically) influence our likelihood of choosing to sit. The
scene occupancy, therefore, offers a range of affordances and delineates potential
interaction types, establishing an initial probability distribution for interactions.
This is primarily accessible to the model and should be learned well at first.

In light of this, the requirements of realistic scenes for HSI learning could be
loosened, inspiring us to revisit large-scale motion datasets. Instead of treating
motion-only data as locomotion knowledge bases like existing efforts [58,60], we
transform them into a comprehensive Human-Occupancy Interaction database,
named Motion Occupancy Base (MOB). For any given motion sequence, we first
identify the space occupied by the human at any time in the sequence. The
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remaining space is conceptualized as the “scene”. In this framework, the motion
becomes a record of interaction with these defined space occupancies. As a result,
MOB aggregates enormous paired human-occupancy data from existing large-
scale motion-only data. Compared to current datasets [1, 12,45], MOB presents
over-complex and stringent geometric constraints, pushing the model to
the limit in interacting with space occupancy.

How do we exploit the aggregated MOB for static HSI? Previous approaches
generally provided two different answers. Some [1,16,45,61] adopt an end-to-end
pipeline from scene to motion, which is straightforward but inflexible without
the ability to interact with dynamic scenes. Some [43, 44, 60] typically decou-
ple HSI into interaction and locomotion, adopting a two-stage paradigm: first
generating key interaction frames and then synthesizing locomotion between
them, with the help of methods like path-finding algorithms. However, this de-
composition overlooks the integrated nature of locomotion and interaction, like
simultaneous arm movement and walking to navigate obstacles. Our approach,
rooted in space occupancy, reconceptualizes locomotion and interaction as a
unified Human-Occupancy Interaction. We develop an auto-regressive Human-
Occupancy Interaction controller for motion generation. The controller processes
various inputs, including surrounding occupancy and target locations, as control
signals at each time step, producing future motion predictions. Additionally, we
introduce a field regulation module for enhanced collision avoidance. There are
three major advantages of our controller. First, by learning from the challenging
cases in MOB, it could handle complex scenes but also generalize well to regular
simpler scenarios. Second, its versatility accommodates any static HSI without
the need to switch between models for locomotion and interactions, even for
HOI motion synthesis. Third, its auto-regressive nature allows it to adapt to
dynamic environments such as an automatic door, a capability lacked in previ-
ous methods. In extensive experiments, our controller performs effectively across
various settings, even without training on real 3D scene data.

Overall, our contributions are three-fold: 1) We exhume Human-Occupancy
Interaction as a major component of static HSI. 2) By digging out the inherent
Human-Occupancy relationships of pure motions, we convert motion-only data
into a paired Human-Occupancy database MOB, expanding the data scale. 3)
We develop a versatile controller for flexible and stable HSI motion generation.

2 Related Works

Human-Scene Interaction Generation. Generating natural human motion
sequences has received increasing attention with the emerging MoCap datasets [4,
7, 18,24,27,33]. Early efforts were paid to prefix/suffix-conditioned motion gen-
eration [2, 9, 10, 15], known as motion prediction and interpolation. There also
have been efforts to pursue generating motion with respect to specific action se-
mantics, either represented in action categories [8,30,47] or natural language [6,
7, 26, 31, 32, 41, 42, 52–54]. Audio-conditioned motion generation was also ex-
plored, like music for dance generation [21,22]. However, these approaches tend
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to focus on human motion only, without placing the generated motion in a
grounded 3D environment. Recently, progress has been made to advance HSI
generation. Early efforts [23, 51] first reconstructed human-object interaction in
3D. Some [13, 55, 57] proceeded by placing SMPL-X [29] meshes in scanned 3D
scenes. Semantic controls were also introduced [59]. For HSI motion generation,
some [11,36,56] focused on interacting with a single target object, mostly chairs.
GOAL [39] and SAGA [46] generated full-body pre-grasp motions. There have
also been efforts [14, 40] for the physical control of specific interactions. With
paired motion-scene datasets [1, 12], approaches that synthesize HSI motion in
cluttered scenes appeared. Two-stage based algorithms [43,44] were proposed to
first generate static key-frame poses, and then interpolate them for a coherent
motion. GAMMA [58] proposed an RL framework for locomotion on flat grounds
with the help of off-the-shelf path-finding algorithms. DIMOS [60] extended
GAMMA with extra interaction policies. In contrast, the follow-ups [1,16,45,61]
adopted a simple end-to-end one-stage paradigm, while focusing more on boost-
ing data. GIMO [61] collected data with gaze information. HUMANISE [45]
synthesized pseudo-data from large-scale motion bases and 3D scan bases. CIR-
CLE [1] collected data with a VR application. LAMA [19] coupled the RL frame-
work with a motion matching algorithm, generated HSI motions with only a uni-
fied policy, and leveraged motion editing for optimization. Our major difference
from previous efforts is the Human-Occupancy Interaction view, which alleviates
the data hunger, and also enables a unified controller. Moreover, we are the first
to generate motion in a dynamic scene, which previous efforts failed to handle.

Scene Creation from Motion. Pose2Room [28] predicted 3D object bound-
ing boxes from human motion. MOVER [50] reconstructed 3D scenes from videos
that record human-scene interaction. SUMMON [48] and MIME [49] placed 3D
object models concerning human motion. These methods could be adopted to
boost HSI data, though usually limited to a small range of indoor furniture.

3 Motion Occupancy Base

HSI generation could be formulated as M = G(S), where M is the generated
motion, G is the motion generator, and S is a 3D scene. Conventionally, the scene
is expected to be as realistic as possible, requiring expensive acquisition. We find
that these scenes could function almost equally to their occupancy for static HSI.
Thus, high-quality scenes might become less necessary here. Given this, we re-
visit the large-scale motion-only datasets. Intuitively, motion only contains body
movement information. But if we switch our sight to the vacant space around
the moving person, considering the space as another form of occupancy, we could
find that these motions possess information on how humans interact with cer-
tain space occupancies. To this end, we aggregate motion-only datasets into the
human-occupancy interaction database: Motion Occupancy Base (MOB).

The overall pipeline is shown in Fig. 2. Motion with SMPL(-X) [25, 29] rep-
resentation are collected, re-sampled to 30 FPS, and rotated so that the gravity
direction points to the negative z-axis. For motion sequence X = {xi}ti=1, where
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Fig. 3: The architecture of our versatile motion controller. Given motion state and
histories xt, ht, and control signals cto, c

t
t, the controller auto-regressively generates the

next motion frame w.r.t. the target pose and the canonical occupancy.

xi is the SMPL(-X) representation in the i-th frame, t is the number of frames,
we first obtain mesh sequence Xm = {xi

m}ti=1 via SMPL(-X) model, where
xi
m = (f i, vi) is the mesh for the i-th frame, f i, vi are the mesh faces and surface
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Fig. 2: The construction process of Motion
Occupancy Base. Note that the ceilings of
the occupancy are hidden for clarity.

vertices. A bounding box of Xm is
obtained based on vertices V =
{vi}ti=1. Given the predefined grid
unit size u, the box region is vox-
elized into motion occupancy volume
Ô ∈ {0, 1}{H×W×D}, computed in
two steps: 1) V occupy the corre-
sponding voxels in Ô. 2) Given the
centers of the un-occupied voxels as
C = {ci}|C|

i=1, if ci is inside any human
mesh xi

m, the corresponding voxel
is occupied. The pseudo-scene occu-
pancy O is then obtained by negat-
ing the motion occupancy, formulated
as O = 1 − Ô. Thus, we convert
motion-only sample X into a motion-
occupancy pair (X,O) in MOB. MOB
aggregates 13 datasets with 98k instances. More details are in the supplementary.

As shown in Fig. 2, humans in MOB are acting with rather strict geometric
constraints, which is uncommon in regular scenes covered by existing datasets [1,
12,45]. However, we show that by learning from hard cases in MOB, our model
could grow its ability to handle both complex and regular scenarios well.

4 Versatile Motion Controller

4.1 Preliminaries

To instantiate M = G(S) for HSI generation, previous efforts either adopt a one-
shot transformer generator or decompose G into two separate generators, one for
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interaction key-frame generation, the other for key-frame interpolation. Instead,
we formulate our generator as an auto-regressive controller. At time step t, given
historical motion state ht, current pose state xt, we expect a controller as

ŷt = G(ht, xt, ct), (1)

where ŷt is the predicted future motion, and ct is the control signals. An overview
is in Fig. 3. Sec. 4.2 introduces motion state representation ht, xt, yt. The control
signals are covered in Sec. 4.3. The controller architecture is detailed in Sec. 4.4.
Sec. 4.5 demonstrates the training and inference procedure.

4.2 Motion State Representation

Notations. In the global coordinate, we represent motion sequence X with T
frames as X = {xt}Tt=1, where xt = (ptr, θ

t
r, r

t) is SMPL [25] parameters, with
root location ptr ∈ R3, root orientation θtr ∈ R6, and the orientation of j limbs
as θt ∈ Rj×6. Based on this, the location of j joints pt ∈ Rj×3 could also be
computed via SMPL. For simplicity, we use ·−w to represent the value from
frame t − w to t, and ·+w for t to t + w. The 6D form from [62] is adopted for
all rotation and orientation representations.

Current Pose State could be formulated as

xt = Cano({ptr, pt, θtr, θt, ṗtr, ṗt, θ̇tr}, t), (2)

where ·̇t indicates the first derivative at t. Cano(·, t) canonicalizes the input w.r.t.
the root location and facing direction at t, ensuring consistency across frames.

Historical Motion State ht captures motion from frame t− w to t as

ht = Cano({p−w
r , p−w, θ−w

r , ṗ−w
r , ṗ−w, θ̇−w

r }, t), (3)

with trajectories p−w
r , p−w, root orientation θ−w

r , velocities ṗ−w
r , ṗ−w, and root

angular velocity θ̇−w
r . For conciseness, if not specified, only the p−w of the hands

and feet is adopted in practice.
Future Prediction ŷt is composed of two parts as ŷt = {x̂t+1, ût}. Note

that x̂t+1 is in the egocentric canonical of frame t, and ˆ̇pr,
ˆ̇
θ ⊂ x̂t+1 are adopted

to transit from t to t + 1. Mirroring the historical motion state ht, we also
incorporate a comprehensive set of future trajectories, facing directions and their
changing rates as ût = {p+f

r , p+f , θ+f , ṗ+f
r , ṗ+f , θ̇+f} for a window size of f , all

in the canonical view of t+ 1. Empirically, integrating ût significantly enhances
the model’s precision in navigating toward the target.

4.3 Control Signals

In this section, we introduce how the different control signals are encoded. Note
that our models can operate without these optional signals.

Canonical Occupancy. A simple voxel-based representation is adopted to
encode how the canonical space is occupied by the scenes. We utilize a cubic
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point grid ot ∈ {0, 1}s×s×s characterized by the grid size s and the grid unit
size u at frame t. The grid is positioned in the human’s canonical space, with its
center offset by s/4 in the human-facing direction. Each cell contains a binary
value, indicating whether the cell is intersecting with the global scene occupancy
O. The canonical occupancy is thus represented as cto = Flatten(ot) ∈ {0, 1}s3 .
Note that because the occupancy is calculated in real-time, this control signal
can naturally adapt to dynamic scenes where each timestep is treated statically.
We will show in Section 5 that even though our training data is all static, our
model exhibits a smooth generalization to dynamic scenes.

Target Pose is also considered a flexible control signal, which can be given
in two ways. The first is the positions of the root, hands, and feet, each defined
in relation to the canonical space of the current pose, represented as ctt ∈ R5×3.
In practice, these could be assigned manually or generated from off-the-shelf
models [59]. Also, partial or blank targets are acceptable. The second is the
future trajectory of end-effectors, denoted as c+f

t for a future window size of f .
This paves the way for different applications in Section 5.

4.4 Controller Architecture

Radius affected by

Joint velocity

Final velocity

Correction velocity

Correction
component

Fig. 4: Occupied voxel
centers {Pi} are located
at the top left of the fig-
ure. The initial velocity
vector, ṗj , is directed up-
wards, posing a risk of
collision. To mitigate this,
the occupancy field intro-
duces a corrective veloc-
ity component ∆ṗj . This
redirects the final velocity
ṗoutj to avoid collision.

We adopt a lightweight transformer-based architec-
ture. n fully connected layers first project the n input
features from {ht, xt, ct} to the latent z ∈ Rn×d. z is
then fed into encoder E to distill dynamic information
from the motion states and control signals. We devise
E as a sequence of Transformer encoders, which takes
z as input and outputs refined dynamic information
ẑ = E(z) ∈ Rn×d. Finally, we adopt a transformer de-
coder D followed by a linear layer to condense the dy-
namic information, resulting in the final predictions.
With learnable query q ∈ Rd and the dynamic infor-
mation ẑ serving as K and V, respectively, the output
of the transformer is further concatenated with a ran-
dom noise ϵ ∈ Rd for randomness. The linear layer
then outputs the final prediction as ŷt = D(ẑ, q, ϵ).

Furthermore, to enhance collision avoidance, we
introduce a novel module called Field Regulation.
The basic idea is that humans tend to move faster in
obstacle-sparse areas and decelerate in complex envi-
ronments or when an obstacle is nearby. At very short
distances, especially with an imminent collision hap-
pening, a complete halt is necessary. Given this and
taking inspiration from the potential field in robot mo-
tion planning [17], we propose Occupancy Field, which
exerts negligible influence on humans at a distance but
escalates to a sturdy repulsion as proximity increases, thereby compelling the
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human to decelerate and avoid collision. The occupancy field influences human
motion only when a human is in motion toward it. The field functions as

∆ṗt+1
j = F(ṗt+1

j , cto). (4)

The field F calculates a correction ∆ṗt+1 w.r.t. predicted joint velocity ṗt+1
j ∈

{ṗt+1
r , ṗt+1} and canonical occupancy cto, which is then added to ṗt+1. For sim-

plicity, the superscripts indicating the time steps are omitted in the following
equations. In detail, given the center points of all the occupied voxels in co as
P ⊂ Rnp×3, the correction is calculated as

∆ṗj =
∑
Pi∈P

−k ri max

(
0,

1

∥vij∥a − γ
− b

)
, (5)

ri = ṗj max(0, ⟨ṗj , vij⟩), (6)

where vij = Pi − pj is the vector from the joint j to the voxel center, ⟨·, ·⟩
indicates the cosine between the two vectors, ∥∥a denotes a-norm, and k is the
stiffness factor. γ and b are thresholds to constrain the distance range of effective
voxels, where γ reflects the human body’s width, and voxels within this range are
discounted for stability. An illustration of Field Regulation is shown in Fig. 4.
The field regulation is incorporated in the training of the controller to adapt to
it, avoiding potential foot sliding caused due to direct modification on velocities.

4.5 Training and Inference

Training Objectives The controller is trained in a fully-supervised manner.
We employ a mixture of L1 and L2 losses as basic objectives. Besides, penetra-
tion loss and occupancy field loss are designed to hinder undesired collisions.
Specifically, L1 loss is utilized for rotation-related output values ŷtθ ∈ ŷt, while
L2 loss is applied to the rest outputs ŷtp. The mixture loss is formulated as

Lmix = ∥ytθ − ŷtθ∥1 + ∥ytp − ŷtp∥2. (7)

Given the predicted joint location p̂t+1, penetration loss is computed as

Lpen =

j∑
i=0

O(p̂t+1
j )∥ref(p̂t+1

j , O)∥2, (8)

where O(·) returns 1 if the point is occupied in O else 0, and ref(p̂t+1
j , O) calcu-

lates the closest unoccupied voxel center in O for joint p̂t+1
j . Occupancy field loss

has two components. First, to deter undesired interactions, we penalize the pro-
portion of the occupancy field effect relative to the output root velocity. Second,
observing occasional unnatural spikes in velocity, where the human figure seem-
ingly attempts to navigate through an obstacle, we punish excessive velocities.
The occupancy field loss is formulated as

Lfield =

(
|∆ṗ|
| ṗ |

)2

+ | ṗ |2. (9)
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Method Suc. (%) ↑ DT (cm) ↓ Time (s) FS (%) PEN ↓ ERP
GT 100.00 0.00 3.00 3.36 0.00 -
NSM [36] 11.76 32.79 5.33 11.04 134.49 7.26
SAMP [11] 13.94 52.49 6.54 9.87 145.74 6.98
DIMOS [60] 15.73 48.97 6.82 10.52 123.12 6.82
Ours w/o Occupancy 71.22 14.66 2.25 6.89 46.05 4.13
Ours 77.91 15.30 3.62 8.13 15.21 4.24
Ours w/o Lpen 74.14 14.89 3.54 7.89 31.93 4.96
Ours w/o Lfield 75.34 15.69 2.86 11.65 25.83 5.70
Ours w/o FR 77.38 14.85 2.34 6.57 33.49 4.18
Ours w/ BPS 73.64 16.83 3.35 9.34 36.72 4.72

Table 1: Quantitative results on MOB.

The final loss is computed with loss coefficients α, β as

L = Lmix + αLpen + βLfield. (10)

Auto-regressive Inference. We perform motion generation in an auto-
regressive manner, enabling the model to adapt to dynamic environmental
changes. Since the model solely manipulates canonical information, we track
the global root position pg and the facing direction θg of the human in the world
coordinate system. Initially, we set past and current velocities ṗ0 to zero. Before
each prediction at frame t, we compute the control signals (if there are any),
i.e., the relative target position ctt and the canonical space occupancy cto, based
on the current values of ptg and θtg. After the prediction, we update ptg and θtg
with the model’s output, along with the current pose state ct+1. Concurrently,
we refresh the historical motion state ht+1 to prepare for the next input.

5 Experiments

Implementation Details. The controller consists of a two-layer transformer
encoder and a single-layer transformer decoder, both with a latent dimension of
512 and 8 heads. The canonical occupancy grid size is set as (25, 25, 25), with a
unit size of 8 cm. The controller operates at 10 FPS with the history and future
window sizes both set as 1, which empirically brings more stable outcomes. The
controller is trained on the MOB, with 1,393 sequences excluded from training as
the test set. We train the controller for 75k iterations, with a cosine learning rate
decay restart strategy. The initial learning rate is set as 1e-4. The control signals
are randomly masked for augmentation during training. Scheduled Sampling [3]
is adopted. The whole training takes approximately 6 hours on a single 12G
NVIDIA Titan Xp. More details are in the supplementary.

5.1 Interacting with Occupancy from MOB

We first evaluate the ability to interact with occupancy volumes with a goal-
reaching task on MOB. Given an occupancy volume, a starting pose, and a
target end-effector pose, the model is required to generate transition motion
from the starting pose to the target pose. We split the test set into 30k 3-second
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GT DIMOS w/o Occupancy Ours

Start Target Start Target Start Target Start Target Target End

Severe PenetrationCollapsed Minor Penetration

Penetration Success

Target End

Penetration

Wander

Ours w/o Occupancy

View 1

View 2

View 1

View 2

Success

SuccessSuccess

Fig. 5: Our controller can naturally reach the target (white to blue) given the complex
occupancy. Furthermore, it can stabilize the motions (red to white) around the targets
after reaching them. Previous SOTA [60] suffers from severe penetration and fails to
reach the target. For simplicity, the ceilings of the occupancy are hidden.

clips, adopting the first frame as the starting pose and the final frame as the
target pose. The models are required to generate motion for 10s towards the
target. There are two reasons for this setting. First, we would like to provide
enough time for the models to accomplish the tasks. Second, we are also curious
about how the models would behave after the target is reached and no new
target is given, or when a very close target is given. The results are evaluated
from three aspects. Task Completion is determined by whether the target
pose is reached. The target is identified as completed if the average Euclidean
distance between the generated and target pose is lower than 20 centimeters
and less than 50 voxels are penetrated. We report the success rate (Suc.). The
average minimum distance to the target pose (DT) and the time taken to reach
the target (Time) are reported for reference. Note that Time is only calculated
for successful samples. Motion Quality is evaluated via foot sliding (FS) and
penetration (PEN) detection. A frame is identified as FS with its foot velocity
>7.5 cm/s following GAMMA [58]. We report the percentage of frames with FS.
For PEN, we report the number of voxels penetrated per frame. Similarity to
Dataset is measured by the similarity between the predicted and GT target
end-effector trajectory. We report Edit distance for the real penalty (ERP) [5]
since the trajectories might have different lengths. It is only given as a reference,
which is not the lower the better.

Quantitative results are shown in Tab. 1. For DIMOS [60], we convert
the target pose into corresponding marker sets and report the best results from
different policies for each test sample. For w/o Occ., we remove the canonical
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DIMOS Walkable Area from NavMesh

DIMOS path planning results

Fig. 6: A typical DIMOS [60] failure case.
The NavMesh algorithm produces sub-
optimal walkable areas, resulting in path-
finding failures for 69.43% MOB samples.

Sit Down

Get Up

Get Down

Fig. 7: With the unified view of human-
occupancy interaction, the same controller
in Fig. 5 produces diverse motions, includ-
ing sitting down, crawling, and getting up.

occupancy-related components. Previous efforts frequently fail to reach the goal
successfully in complex scenarios, which we will elucidate later with qualitative
results. Even when the goal is reached, severe penetration emerges, resulting in
low success rates in Tab. 1. Our models outperform DIMOS by a considerable
margin with a single controller compared to multiple policies. This reveals that
the straightforward voxel-based representation is capable of encoding holistic
information for human-occupancy interaction. The model without occupancy
manages to approach the target as closely and quickly as possible. However, it
suffers from more severe interpenetration with the occupancy, resulting in a lower
success rate. Instead, our model with consideration of occupancy behaves more
conservatively, spending more time to accomplish the tasks with less penetration.
A slightly higher foot sliding rate is also observed, which is a trade-off for the
penetration-avoiding ability that field regulation brings.

Qualitative results are shown in Fig. 5, 7. Given the complex occupancy,
previous state-of-the-art DIMOS [60] frequently fails to reach the goal. Even
when it reaches the goal, severe penetration is usually observed. Instead, our
controller generates feasible motions to reach the targets. Previous methods’
typical locomotion-interaction decomposition [44, 58, 60] tends to over-simplify
both. For locomotion, most methods assume a rigid character (usually simplified
as a rigid cylinder in A* [11, 44] and NavMesh algorithms [60]), overseeing the
flexibility of humans. It might be okay for spacious rooms, however, when posed
in a cramped scene or scene with complex geometric structures like in Fig. 5,
models could fail in path-finding and thus degenerate. As shown in Fig. 6, for
69.43% MOB samples, the NavMesh algorithm adopted by DIMOS failed to gen-
erate a feasible path from the start position to the target position. The statistic
for A* from SAMP [11] is 70.29%. This explains the unsatisfying quantitative
results of DIMOS. For interaction, the categories are typically limited to pre-
defined ones. In contrast, with our unified view of Human-Occupancy interaction,
our controller applies to various complex scenarios beyond simplified locomotion
and interaction. Furthermore, diverse motions could be performed by the same
controller (Fig. 7). By comparing our controllers with and without occupancy,
we find that training with occupancy helps to avoid penetration significantly.
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Model Suc. (%) Dist. to goal (cm) Collision depth (cm) FS (%)
GT 100.00 0.00 8.74 2.45

Ours (w/ MOB only) 73.01 7.19 9.56 13.83
Ours (w/ CIRCLE only) 75.52 6.88 13.74 11.76

Ours (w/ MOB + CIRCLE) 78.97 6.73 11.85 12.87

Table 2: Results on CIRCLE [1].

Fig. 8: We can generate long-term mo-
tions in realistic rooms: A human circum-
navigates a cabinet, sits on a sofa, perches
on a bed, and then resumes walking.

Fig. 9: We synthesize Human-Object Inter-
action, with hand trajectory as the control
signal. The human successfully moves a floor
lamp to a new place.

Also, the controller with occupancy could stabilize the motion around the target
after reaching it, while its counterpart tends to wander further inertially.

5.2 Interacting with Static Scenes

Once our controller is trained on the more complex MOB, it could be effortlessly
applied to realistic synthesized rooms and scene scans.

Quantitative results is reported on CIRCLE [1]. Given the initial full-
body pose and the target right wrist position, the model is required to generate
a right-hand reaching motion. Following [1], success rate, distance to the goal,
cumulative collision depth, and foot sliding are reported as metrics. Besides the
controller trained on MOB (excluding CIRCLE), we also train our controller on
CIRCLE-only and MOB+CIRCLE. We randomly split CIRCLE into a 2,565-
sample train set (for the ablative baseline only) and a 453-sample test set since
the original split has not been made public yet. The results in Tab. 2 reveal that
our controller could handle various tasks in complex natural scenes well.
Also, its potential to advance HOI-related motion, like hand-reaching before
grasping, is showcased. It is noticeable that the MOB-only model demonstrates
a competitive success rate and better collision avoidance, revealing the efficacy
of MOB with its advanced complexity. When incorporating MOB with CIRCLE,
superior task completion is observed, showing that MOB could function as an
effective auxiliary resource for the conventional HSI datasets.

Qualitative results. We test our model in a synthetic room from DI-
MOS [60] in Fig. 8 and a realistic scan from Replica [37] in Fig. 1. The occupancy
is transferred from the scene SDFs. Our model produces convincing motions, nav-
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Fig. 10: Our model can avoid dynamic obstacles and reasonably reach the target circle.

igates around obstacles, and transitions seamlessly between locomotion and in-
teraction. Remarkably, it adapts to sitting on various objects, such as sofas, beds,
and stools, revealing its versatility in recognizing different occupancies as poten-
tial seats. The test room features sparse furnishings, highlighting the model’s
ability to operate in open spaces diverging from MOB samples. Conversely, the
Replica scene presents a more cluttered setup. Here, the model adeptly maneu-
vers through tight spaces and produces plausible movements. Furthermore, our
model can generate long-term motions. The motions in Fig. 1 and Fig. 8 are gen-
erated in a single attempt by merely altering the target, both spanning around
30 seconds, which are clipped from longer motions for clear illustration in the
limited space. More results are in the supplementary materials.

5.3 Interacting with Objects

Our flexible control signal for target pose enables HOI motion synthesis. By
fine-tuning on OMOMO [20], given the initial pose and hand trajectories, we
synthesize plausible motions to interact with objects as in Figure 9, which ex-
hibits rational full-body motion w.r.t. hand and object trajectories. More results
are in the supplementary.

5.4 Interacting with Dynamic Scenes

During training, the canonical occupancy perceived by our controller is dynam-
ically changing w.r.t. to the human movement, enabling it to handle dynamic
scenarios though trained on essentially static MOB. We demonstrate the interac-
tion in dynamic scenes with a custom automatic door scenario in Fig. 10. With
the target (the circle) in front of the human (a) blocked by a revolving door,
we control the human to adapt its speed w.r.t. the door till enough clearance
and halt precisely at the target. This sequence exemplifies the model’s ability to
produce realistic and contextually appropriate motion in dynamic environments.
More details are in the supplementary.

5.5 Ablation Studies

With our controller as the baseline, selected ablation studies on MOB are re-
ported in Tab. 1. Complete results and details are included in the supplementary.



14 Liu et al.

Different loss terms. By removing penetration loss Lpen, a major degener-
ation in Success rate and PEN is observed. This shows that explicitly punishing
penetration is necessary. The removal of Lfield also hurts the success rate by
2.57%, with PEN increasing by 10.62. FS also increases notably. We identify
that without Lfield, the field regulation would generate unnatural spikes.

Field Regulation (FR) is also evaluated. Eliminating the field regulation
decreases the success rate slightly, with a notable PEN increase (+18.28) and
FS decrease (-1.56%), revealing the tradeoff it conducts between PEN and FS.

Occupancy representation. We replaced the voxel-based representation
of canonical occupancy with the more compact and efficient BPS [34]. The field
regulation is also modified accordingly. Degradation is observed in most met-
rics. Despite its efficiency, BPS might ignore too much information and bring
instability to the field regulation.

6 Discussion

Limitations. First, when interacting with dynamic scenes, our controller could
perform sub-optimally with slight collisions. This could be ascribed to the space
occupancy changing rate gap between training data and testing scenes. During
training, the changing rate is determined by the human locomotion speed only.
While for dynamic scenes, there exists additional space occupancy speed. Miti-
gating this gap is worth exploring. Second, foot sliding is another artifact that
could happen. However, the metrics are based on simple heuristics with gaps
compared to real foot sliding. A reasonable and effective tool to address this
would be promising. Third, the current MOB poses its main focus on static
HSI. Despite the proposed pipeline that could apply to HOI motion synthesis,
further exploration of the space-occupancy view of HOI would be an interesting
future direction. Finally, the proposed versatile controller only accepts target
poses, space occupancy, and joint trajectories as control signals. Extending the
controller for more signals would be promising.

Broader Impacts. The exploration of HSI is beneficial for navigation in com-
plex environments, with significant impacts on Embodied AI and Robotics. Also,
multiple fields like animation production and interior design could be advanced.
However, this might also be misused for false information.

7 Conclusion

We revisited static HSI from a unified space occupancy view by identifying the
major component of static HSI as Human-Occupancy Interaction. Large-scale
Human Occupancy Interaction database MOB was aggregated from motion-only
data, substantially improving diversity and complexity. Moreover, a versatile
auto-regressive controller was trained on MOB for Human-Occupancy Interac-
tion generation, which supports flexible and stable generation for static HSI
under a spectrum of scenarios without training with real 3D scene data.
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