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Abstract. Contextualized Image Captioning (CIC) evolves traditional
image captioning into a more complex domain, necessitating the abil-
ity for multimodal reasoning. It aims to generate image captions given
specific contextual information. This paper further introduces a novel
domain of Controllable Contextualized Image Captioning (Ctrl-CIC).
Unlike CIC, which solely relies on broad context, Ctrl-CIC accentuates
a user-defined highlight, compelling the model to tailor captions that
resonate with the highlighted aspects of the context. We present two ap-
proaches, Prompting-based Controller (P-Ctrl) and Recalibration-based
Controller (R-Ctrl), to generate focused captions. P-Ctrl conditions the
model generation on highlight by prepending captions with highlight-
driven prefixes, whereas R-Ctrl tunes the model to selectively recalibrate
the encoder embeddings for highlighted tokens. Additionally, we design
a GPT-4V empowered evaluator to assess the quality of the controlled
captions alongside standard assessment methods. Extensive experimen-
tal results demonstrate the efficient and effective controllability of our
method, charting a new direction in achieving user-adaptive image cap-
tioning. Code is avaliable at https://github.com/ShunqiM/Ctrl-CIC.

Keywords: Contextualized image captioning · Large multimodal model
· Controllable text generation

1 Introduction

Image captioning stands as a crucial task that bridges computer vision (CV)
and natural language processing (NLP) domains, aiming to create sentences
that effectively summarize visual content. Benefiting from the supervised train-
ing on extensively annotated datasets [23, 37, 45], various learning-based meth-
ods [9, 18, 34] have been developed to leverage diverse neural architectures for
more accurate image captions. The recent emergence of large language models
(LLMs) [1,8,50] marks an arising paradigm in the field, excelling in a variety of
complex multimodal tasks under both zero-shot [13,27,49] and few-shot [19,52]
scenarios, with image captioning as their fundamental component. This trend
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CIC Caption:
Succulent plants have thickened stems,
or leaves, such as this Aloe.    

Ctrl-CIC Caption:
A succulent leaf with thick, fleshy
structure, adapted for water retention.

Ctrl-CIC Caption:
A succulent leaf with the potential to
retain up to 90–95% water content.

Image Caption:
A close up view of a plant with a very
long stalk.

Succelent Plants
In botany, succulent plants, also known as
succulents, are plants with parts that
are thickened, fleshy, and engorged, usually to
retain water in arid climates or soil conditions.
The word succulent comes from the Latin word
sucus, meaning "juice" or "sap". Succulent
plants may store water in various structures,
such as leaves and stems. The water content of
some succulent organs can get up to 90–
95%. Some definitions also include roots, thus
geophytes that survive unfavorable periods by
dying back to underground storage organs may
be regarded as succulents.

Fig. 1: We introduce the Controllable Contextualized Image Captioning (Ctrl-CIC)
task: Given a global context, Ctrl-CIC aims at generating contextualized image cap-
tions tailored to specific highlighted segments. In the presented context regarding
"succulents", highlights direct the caption’s emphasis, underscoring distinct at-
tributes such as its anatomical structure or water content.

highlights a growing demand for more challenging image captioning tasks to be
established, which could act as evolving test-beds for benchmarking the multi-
modal reasoning capabilities of these cutting-edge LLM systems.

However, images are replete with rich visual cues encompassing diverse ob-
jects and varying levels of information granularity [15]. Specifically, a single
image can be interpreted and captioned in numerous ways depending on the
focused visual aspects within a given context, resulting in a low inter-annotator
agreement. Consequently, generating captions for an image without considering
specific context is often less controlled and ill-suited for real-world applications.
Recognizing this, Nguyen et al . [31] recently introduced the Wikipedia caption-
ing (WikiCap) task to assist Wikipedia authors in captioning images based on
the contextual backdrop of the Wikipedia page in which they appear. Later,
Burns et al . [5] expanded and formulated this WikiCap task into a more formal
and generalized notion as Contextualized Image Captioning (CIC), wherein an
image is captioned along with its relevant context.

CIC has significantly enhanced the utility of image captioning models in
real-world applications. However, the complexity of context presents a notable
challenge: a detailed context may not yield a single “ideal” caption, but rather a
spectrum of valid captions that resonate with different elements within the im-
age. In contexts like Wikipedia articles, where topics often have multiple facets,
an image might align with multiple captions, each reflecting a unique aspect
spotlighted in the associated text. Nevertheless, a mere truncation of the con-
text to pinpoint intended highlights is not a viable solution. Such an approach,
as shown in our experiments, would inadvertently omit crucial background or
cues essential for the image in the context, thereby impeding the ability of the
model to generate a comprehensive and precise caption.

To tackle this, we propose the Controllable Contextual Image Captioning
(Ctrl-CIC) task. While CIC models often deal with diverse contexts, leading
to multiple plausible captions, Ctrl-CIC introduces a user-controlled captioning
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mechanism, enabling users to pinpoint specific highlighted segments of the con-
text that the model should prioritize, as illustrated in Fig. 1. By integrating the
advantages of standard CIC with this novel controllability, Ctrl-CIC harnesses
the robust capabilities of deep models while leveraging the specificity of human
intent, forging a path toward more refined and intentional captioning.

Furthermore, we present two preliminary methods for Ctrl-CIC: Prompting-
based Controller (P-Ctrl) and Recalibration-based Controller (R-Ctrl). These
simple yet effective approaches steer models to produce captions that are relevant
to specified highlights. The P-Ctrl method utilizes a highlight-based prefix as a
prompt to guide controllable caption generation, while R-Ctrl recalibrates the
decoder weightings so that the generated contents are augmented towards high-
lights. Applicable to any LMs, these methods enable controlled caption genera-
tion with finetuning. To mitigate the lack of fine-grained highlights for Ctrl-CIC
task, we further propose a weakly-supervised solution that generates pseudo-
highlights from the context to facilitate effective Ctrl-CIC model training.

Noticeably, evaluating Ctrl-CIC presents unique challenges, as it requires
assessment beyond reference-based metrics such as ROUGE [26] and BLEU [36],
due to the absence of specific highlights and benchmarks. To this end, we leverage
GPT-4 [33] to create test samples by extracting diverse highlights from contexts,
and we adopt reference-free metrics to evaluate the alignment, relevance, and
diversity of the Ctrl-CIC captions. Moreover, we propose a GPT-4V empowered
evaluator, leveraging chain-of-thought techniques for comprehensive assessment
of caption quality across multiple dimensions. Empirical results indicate that
our approach is capable of generating captions that are not only diverse but also
exhibit significant controllability in response to different contextual highlights.

To summarize, our key contributions are four-fold: (1) We formally intro-
duce the Controllable Contextualized Image Captioning (Ctrl-CIC) problem,
emphasizing the challenges of contextually influenced caption generation. (2)
We present novel technical solutions, Prompting-based Controller (P-Ctrl) and
Recalibration-based Controller (R-Ctrl), designed for the Ctrl-CIC task which
aligns contextual captions with user intents. (3) We propose an extensive evalu-
ation pipeline, employing GPT-4(V) for highlight selection and as an additional
evaluator, alongside a set of subjective measures, to comprehensively assess the
controllability and overall performance of the Ctrl-CIC models. Empirical anal-
ysis demonstrates the effectiveness of the proposed controllers in Ctrl-CIC task,
outperforming large vision-language models with much fewer parameters.

2 Related Work

Contextualized Image Captioning. Traditional image captioning methods
typically employ an encoder-decoder architecture to transform visuals into texts
[2, 32, 35]. Contextualized Image Captioning (CIC) [31] incorporates a textual
context to the captioning task, aiming at generating captions that are not only
descriptive but also contextually relevant. The CIC task can be traced back to
news image captioning [42], a similar task that aims to generate descriptions for
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images embedded in news articles. Biten et al . [4] proposed a founding method
of news image captioning by extracting named entities from context and filling
them into generated caption templates. Following works continue to explore
recognizing named entities [39,51,59,62] or extracting factual knowledge from the
context [57,61,65], as well as large-scale pretraining [20,31], to facilitate context-
based captioning. The most relevant work to ours, [5], proposed an efficient
prefix attention mechanism to handle the lengthy context, together with a large-
scale CIC dataset that extends CIC to a more generalized domain instead of
news articles. However, the context often contains redundant text or excessive
information that can be equally relevant to the image. In Ctrl-CIC, we guide the
model with context highlights to ensure it generates highlight-specific captions.

Vision-Langauge Model for Image Understanding. The latest state-of-
the-art approaches on image captioning are dominated by finetuned large Vision-
Language Models (VLMs) that bridge the gap between vision and language
[24, 25, 53, 56]. Similarly, the task of image captioning under contextual or con-
trollable setup can be aptly addressed using VLMs. The majority of these mod-
els rely heavily on a vast corpus of image-text pairs for training. For example,
GIT [53] leverages a generative image-to-text transformer trained on 0.8B image-
text pairs. Conversely, Blip2 [25] maintains static image and language models,
focusing instead on training a lightweight connection module, Qformer, using
129M images. Additionally, there is a subset of VLMs like Flamingo [1] and FRO-
MAGe [22] that interleave image-text sequences in a unified style. Beyond mere
training, there is a growing interest in creating general-purpose vision-language
models finetuned with instructions. InstructBlip [10] augments the capabilities
of Blip2 by introducing instruction-aware visual feature extraction attention.
Similarly, models like LLava [27] and MiniGPT-4 [66] are designed for interac-
tive conversations with multimodal data. However, while these models are often
heavy in terms of computational resources, our approach stands out for its effi-
ciency, requiring only 5% of the parameters compared to VLMs such as LLaVA,
while providing enhanced performance.

Controllable Text Generation. Differing from standard text generation that
might produce outputs based purely on training data or the input prompt, con-
trollable text generation (CTG) allows for deriving more directed and purpose-
ful outputs, by flexibly adjusting user-defined conditions. A line of CTG ap-
proaches emphasizes modulating the semantics of the produced content, focus-
ing on attributes such as sentiment [7, 44, 48, 54, 60], topic [11, 21, 58], and per-
sona [46,47,64]. Further research delves into lexical control during generation, for
instance, integrating specific keywords or phrases [6, 16, 63]. Length-controlled
language models have also been a subject of considerable investigation [12,29,30].
Moreover, structured control elements, like tables and trees, have also been a
topic of interest in research [38,43]. Traditional methods often rely on fixed cat-
egories, templates, or simple keyword rules, limiting flexibility. Our approach
allows for using any contextual highlights as guidance, improving adaptability.
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While alignment with these highlights is crucial, we do not enforce their direct
inclusion in the output.

3 Method

3.1 Revisiting Contextualized Image Captioning

Extending traditional image captioning into a domain that demands multimodal
reasoning capabilities, CIC offers a more practical setup by incorporating addi-
tional contextual information into captioning. This context-driven method could
largely benefit many real-world cases where images are often accompanied by
surrounding textual content, such as news [42] or Wikipedia captioning [31].

Formally, for a given image I and its context C, where C is a set of language
tokens represented as C = {c1, c2, ..., cn}, Contextual Image Captioning aims at
generating captions G as:

G = MCIC(I, C), (1)

where MCIC(·, ·) denotes the vision-language model leveraging both the image
and text. A CIC dataset typically contains triplet-formed data samples DCIC,
which can be denoted as:

DCIC = {(C, I, T ), ...}, (2)

where each triplet consists of an image I, its corresponding context C, and the
target caption T . Such datasets allow models to learn the suitable caption for
images under respective contexts.

However, one intuitive challenge of CIC is that context can sometimes be
overflowing with redundant text or possess excessive information, adding a layer
of complexity to distinguishing the most relevant details. Taking Fig. 1 as an
example, given an image of a succulent paired with an article detailing the various
characteristics of the plant, a CIC model may potentially generate a group of
acceptable captions such as “A close-up view of a succulent’s stem” or “succulents
leaves in detail”, each focusing on different aspects of the context.

To this end, we propose Ctrl-CIC and introduce the concept of “highlights”,
directing the model to concentrate on specific aspects of the context. Ctrl-CIC
ensures that the generated captions are more closely aligned with the human
intent highlighted in these sections. Meanwhile, the rest of the context serves
primarily to furnish the model with background knowledge. Consequently, the
model is enabled to not only generate captions that are more pertinent to the
highlighted segment but also to effectively utilize the broader context’s knowl-
edge for enhanced relevance and accuracy.

3.2 Controllable Contextual Image Captioning

We first introduce the “highlights” notation H, which reflects a particular intent
or focus within the context. The Ctrl-CIC objective now becomes:

G = MCCIC(I, C,H). (3)
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Cosine Similarity

LM Encoder

Context: The park was originally
called Claremont Park...... In 1960,
another gift was given to the park,
this time by the City of Tokyo in
the form of a stone lantern......

Caption: The
stone lantern
given to the City
of New York by
the City of Tokyo

Token Relevance

The stone lantern given to the City
of New York by the City of Tokyo

(a)

CLIP

<PageTitle> Sakura Park <SectionTitle> History. <SectionText> The park was
originally called Claremont Park after Claremont Avenue, which runs on its east
side... In 1960, another gift was given to the park, this time by the City of Tokyo in
the form of a stone lantern (tōrō), when New York City became her sister city.

Tokenizer

<PRE> lantern <SEP> City <SEP> Tokyo
<CPT> The stone lantern given to the City
of New York by the City of Tokyo

LM
LM Encoder LM Encoder

LM Decoder

P-Ctrl R-Ctrl

The stone lantern given to the City
of New York by the City of Tokyo

The stone lantern given to the City
of New York by the City of Tokyo

(b)

Fig. 2: Overview of the proposed Ctrl-CIC method. (a) We derive the token-level
relevance scores that indicate the probability of the token being part of the highlights for
the context-caption pair. (b) Overview of the training pipeline of the Prompting-based
and Recalibration-based Controllers. For Ctrl-CIC inference, the model is guided by
either new prompts or recalibrated weights based on highlights, to produce controlled
captions.

Here, the generated caption G is particularly influenced by the highlighted con-
text H, while still taking into account the overall context C. Ideally, such Ctrl-
CIC model should be trained on a dataset of the form:

DCCIC ={(Ci, Ii, H
j
i , T

j
i ), ...}, (4)

where i denotes the index of each context-image pair in the dataset, and the
other index j specifies the jth associated highlight Hj

i and the target caption T j
i

of the ith data sample. Such H should satisfy the following criteria:

1. The highlights, H = {hi}, is a collection with each member hi being a
continuous subsequence of C.

2. Each highlighted component hi within H could range from individual words
to complete sentences, emphasizing our requirement for hi to possess gran-
ularity at least down to the word level.

While the target caption T for traditional CIC is provided naturally in many
paired image-text datasets and can be easily collected for training a standard
CIC model, annotating sufficient amount of paired highlights and captions (H·,
T·) for Ctrl-CIC can be manpower-intensive, due to the scarcity of diverse cap-
tions corresponding to a single image and context on the Internet. To the best of
our knowledge, we could not identify any dataset with annotations that could fit
or be adapted to this description. Given this limitation, we construct the control-
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lable highlights H from a CIC dataset comprised of paired data (C, I, T ) to train
Ctrl-CIC models in a weakly supervised manner with the following method.

Intuitively, for a given context C, the highlight H controlling the generation
of a Ctrl-CIC caption T should comprise highlighted components h that bear
the highest relevance to the caption among other elements in C. Therefore, we
aim to find such h, as illustrated in Fig. 2a.

Firstly, the context embedding Embctx ∈ RNctx×768 is derived through an
encoder Enc(·) as Embctx = Enc(C), where Nctx denotes the number of tokens
in context C. Similarly, the embedding of the target caption Embtgt ∈ RNtgt×768

can also be encoded as Embtgt = Enc(T ), followed by an average pooling among
tokens to derive its global embedding Embtgt and Ntgt denotes the number of
tokens in the target caption. Next, we obtain the token-level relevance scores
S = {si} via computing the cosine similarity between the context and target
caption as:

S = {si = cos(Embictx, Embtgt) | 0 ≤ i < Nctx}. (5)

The resulting token-level similarity score, S, implies the relevance between
each context token and the caption. They can then serve as the candidate scores
for each token in the context when deciding their inclusion in the highlight.
Through aggregation, these token-level relevance scores can extend seamlessly
to word-level granularity with averaging: swj = 1

k

∑i+k−1
l=i sl, where wj denotes

a single word spanning through k tokens (from ci to ci+k−1), and swj indicates
its word-level relevance score, thereby ensuring adaptability for highlight com-
ponents h of diverse forms.

The following methods are designed to ensure that the content generation
process is effectively conditioned on the highlights.

3.3 Controlled Caption Generation

We now introduce our approaches for caption generation. To process multimodal
inputs, we first employ CLIP [40] to extract the image features that are dimen-
sionally consistent with text embeddings. Subsequently, the image feature is in-
corporated as a distinct token at the beginning of the text embedding sequence,
allowing for the processing of multimodal inputs through a unified language
model framework. Upon finetuning, the models are trained to discern the se-
mantic essence of the image feature, enhancing their capability to generate text
outputs aligned with the given image.

Incorporating additional trainable modules to handle highlight inputs can
escalate computation complexity and potentially hinder the utilization of the
formidable capabilities of pretrained LLMs. We propose two simple yet effec-
tive methods: the Prompting-based Controller (P-Ctrl) and Recalibration-based
Controller (R-Ctrl), enabling the model to yield controllable outputs based on
highlighted context without modifying model architectures. This adaptation fa-
cilitates the easy adaptation of modern LLMs into the Ctrl-CIC task by finetun-
ing them on the controllable data.
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Prompting-Based Controller Incorporating the Prompting-based Controller
(P-Ctrl) allows for conditional caption generation by leveraging highlights as a
prompt during decoding. First, we derive the training highlights using word-level
relevance scores:

H = {wj | swj > θ,wj ⊆ C}, (6)

where θ is the threshold value for highlight selection. Subsequently, we assemble
a prompt string with elements wj ∈ H, delineated by the special token <SEP>. To
steer the model towards conditional token generation based on the highlights,
we affix this prompt string to the intended caption, as illustrated in Fig. 2b.
We then finetune any modern LLM to predict these augmented texts based on
the image and its context. The autoregressive nature of LLM enables them to
condition the generation of captions based on the prefixed string, effectively
learning to customize outputs in response to the given highlight prompt. During
Ctrl-CIC inference, the prompt, constructed from test highlight inputs, is fed
into the model as decoder inputs. This input prefix guides the model to produce
captions specifically tailored to the provided highlights.

Recalibration-Based Controller Alternatively, a Ctrl-CIC model can be di-
rectly trained using token-level relevance scores with the Recalibration-based
Controller (R-Ctrl), as depicted in Fig. 2b. Firstly, we normalize the cosine
similarity scores to weights within unit intervals:

W = {wi =
si
2
+ 0.5 | si ∈ S}.

During training, we perform element-wise multiplication for each of the encoder
token embeddings with their token weight to e′i = ei ∗ wi. Through finetuning,
the model is conditioned to utilize these weights that calibrate the feature dis-
tribution for guided text generation. For inference purposes, we further train a
weight predictor based on an additional LM encoder, the encoded embeddings
produced by which are then converted to weights ê within unit intervals with a
linear and a sigmoid layer. To control caption generation, the model recalibrates
the predicted weights by incrementing the token weights at ith position by a
value of α if that token is highlighted, i.e., ê′i = êi · (wi + α), thereby enhancing
focus on the highlighted content.

Adaptability to CIC In addition to generating controlled captions pertinent
to highlights, both proposed controllers are seamlessly adaptable for traditional
CIC tasks. The P-Ctrl achieves this by generating captions based on a self-
predicted prefix, without the need for constructing a highlights-based prompt.
Meanwhile, the R-Ctrl accomplishes traditional CIC caption generation by ad-
hering to the predicted weights ê, omitting any recalibration. The versatility of
these models in performing traditional CIC tasks is further elaborated in the
supplementary materials.
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Evaluation Prompt

Highlights Context
Ctrl-CIC Caption

Reference
Caption

Image
Ctrl-CIC Mark

Reference Mark

Ctrl-CIC Score

Fig. 3: GPT-4V empowered evaluator for Ctrl-CIC task. Given a pair of Ctrl-CIC and
reference captions, this GPT-4V evaluator comprehensively reasons and marks them,
and derives the final score as the ratio of raw marks between Ctrl-CIC and the reference
caption. Note: the reference caption also serves as GT for the standard CIC task.

4 GPT-4V based Evaluation

As the highlights data used to train the model are constructed with a com-
putational method rather than being curated by human expertise in real-world
scenarios, we cannot entrust them as reliable references to evaluate the Ctrl-CIC
performance of our model. Instead, we established an AI-enhanced evaluation
framework, capitalizing on the unparalleled proficiency of the state-of-the-art
language model, GPT-4V, to assess the controllability of Ctrl-CIC models.

Highlights Selection Our Ctrl-CIC models are designed to generate distinct
captions for different sets of highlight inputs. To facilitate this, we employed
GPT-4 to select a set of N candidate highlights, consisting of words or phrases
h1, h2, ...hN , from each data sample. To ensure the relevance and non-redundancy
of these highlights within the context, we refined the set by removing highlights
that overlap or are not found in the context. This refinement process ensures
the integrity of our test sets, which are constructed to include varying numbers
of highlight segments per sample.

Evaluation Inspired by [27], we adopt a comparative evaluation approach to
measure the quality of the Ctrl-CIC captions. As illustrated in Fig. 3, we pro-
vide the GPT-4-Vision (GPT-4V) evaluator with the image, necessary context
inputs, and corresponding highlights. GPT-4V then comparatively scores two
captions: the reference caption (ground truth for CIC), acting as a comparative
anchor, and the Ctrl-CIC caption under evaluation. These are assessed using var-
ious metrics, with scores ranging from 1 to 5. As the ground truth for the CIC
task, the reference caption inherently possesses perfect alignment with the image
and its context. This characteristic makes it a suitable comparative anchor for
evaluating Ctrl-CIC captions. The relative quality of a Ctrl-CIC caption is then
determined by dividing its mark by the reference caption mark, resulting in a
score that accurately reflects the Ctrl-CIC captions’ quality relative to standard
contextual captions. To mitigate asymmetrical scoring bias inherent in division-
based metrics, we apply a logarithmic transformation to individual scores from
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all test samples before computing their average. This approach symmetrically
normalizes reciprocal values. Post-averaging, we exponentiate the mean score
to appropriately rescale the final results, thereby preserving the relative quality
assessment.

By employing this comparative scoring method, a consistent evaluative bench-
mark is applied to different Ctrl-CIC captions. They are assessed against a com-
mon anchor, effectively reducing subjective variability in GPT-4V’s scoring. To
address the positional bias inherent in the GPT-4V-based evaluators, as iden-
tified in [55], we randomly alternate the input order of the two captions. This
approach, contrasting with individual caption scoring, ensures uniformity in eval-
uation and mitigates the subjective variance inherent in assessments produced
by GPT-4V.

To enhance the robustness of our evaluation methodology, we utilized multi-
step evaluation prompts, guiding GPT-4V to systematically score the Ctrl-CIC
captions in a chain-of-thought (CoT) format. Specifically, we instruct GPT-4V
to generate CoT evaluation steps following [28], based on the predefined evalu-
ation criteria for different metrics. Moreover, GPT-4V is tasked with producing
analytical reasoning for each caption and comparative reasoning prior to scoring
them, thereby enhancing the score quality generated through an auto-regressive
process. Finally, we synthesize the task description, evaluation criteria, evalua-
tion steps, and Ctrl-CIC inputs to formulate the complete evaluation query.

5 Experiments and Results

5.1 Datasets and Implementation

We conduct our experiments on Wiki-Web2M [5], comprising two million Wiki-
pedia pages, for contextual image captioning studies. We implement our methods
with the LongT5-base [14] architecture for its balance of performance and mem-
ory efficiency, and utilize CLIP-large [40] for image feature extraction and T5-
large [41] for calculating token-level relevance scores. We evaluate our models on
the official test split provided by [5], with highlights sets constructed using GPT-
4. We refer to this test set as Wiki-Web2Mfull. The specifics of hyper-parameters
and training setups are detailed in the supplementary materials.

5.2 Baselines and Metrics

Ctrl-CIC Annotations For better reference purposes, we alleviate the diffi-
culty of obtaining golden standard labels for the Ctrl-CIC tasks by introducing
two sets of proxy annotations. The first set comprises human-generated anno-
tations for the traditional CIC task, referred to as CIC-GT, where these labels
serve as a paradigm of optimal context relevance and image-caption consistency.
The second set consists of Ctrl-CIC labels generated by GPT-4 through a combi-
nation of context, GRIT image caption, and highlight sets. This GPT-4 reference
was obtained on a subset of 5,000 randomly chosen test samples, referred to as
Wiki-Web2M5k, to ensure a comprehensive evaluation. Together, the evaluation
results of these two sets of labels are indicated in gray as reference benchmarks.
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Baselines We compare the performance of our Ctrl-CIC models against the
following baselines. Firstly, we adapted a pretrained LongT5 [14] CIC model,
for the Ctrl-CIC task. This adaptation, named LongT5-Ext, selects sentences
from the context based on their inclusion of the highlight, creating a highlight-
centered context. This modified context enables the CIC model to produce cap-
tions aligned with both context and highlights, fulfilling their role as a Ctrl-
CIC baseline. Additionally, we train a LongT5-Tune baseline by finetuning the
LongT5 model on the extracted highlight-centered context for the Ctrl-CIC task.
We also integrate the LLaVA-1.5 model [27] in our comparisons, providing a
benchmark against the latest vision-language models and offering insights into
the capabilities of our models relative to current state-of-the-art advancements.

Metrics We evaluate the quality of Ctrl-CIC captions using a set of reference-
free metrics. We use recall (R) to evaluate the inclusion rate of the highlights in
the Ctrl-CIC captions. To evaluate caption diversity, we employ Div-N (D-N) [3],
measuring the proportion of distinct N-grams across five different captions gener-
ated for the same context-image pair with respect to varying highlights. In addi-
tion to the above conventional metrics, we also incorporate model-based scores.
Specifically, CLIPScore (CS) [17] is utilized to assess the semantic alignment
between the caption and the image. Furthermore, we introduce CLIPScore-Sent
(CS-S), a metric that calculates the cosine similarity between the CLIP text
embedding of the caption and the averaged embedding of context sentences con-
taining the highlights. Consequently, CLIPScore-Sent reflects the extent to which
the captions are relevant to the specified highlights within the context. These
metrics evaluate the capability of the captions to adapt to different highlights
while maintaining consistency with the image.

In terms of the GPT-4V evaluator, following [28], prompts incorporating
various metrics were used to guide GPT-4V in assessing the Ctrl-CIC captions
against different criteria: Context Relevance (CR), Highlight Relevance (HR),
Image Consistency (IC), and Overall Quality (OQ). The exemplary prompts for
GPT-4V-based evaluation are demonstrated in the supplementary materials.

5.3 Ctrl-CIC Results

Quantitative Analysis We evaluate the performance of Ctrl-CIC methods un-
der different highlight settings. Tab. 1 presents the quantitative results on test
samples with a singular highlighted phrase in the context, and Tab. 2 demon-
strates the quantitative results when multiple highlighted phrases are present.

Under both settings, recall and CLIPScore-Sent have indicated that both
proposed models possess significantly enhanced relevance to highlights. Mean-
while, the Div-1 and Div-2 scores prove the diversity of the proposed controllers
is superior to the baselines. The results indicate effective controls have been inte-
grated into the caption generation process. While both Long-T5-based methods
show some controllability compared to the CIC GT, their implicit highlight in-
corporation via extraction makes fine-grained control challenging. Additionally,
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Table 1: Evaluation on Ctrl-CIC with a single highlighted segment per sample. Results
are evaluated using conventional metrics including Recall (R), Div-1 (D-1), Div-2 (D-2),
and model-based metrics including CLIPScore (CS), and CLIPScore-Sent (CS-S).

Wiki-Web2Mfull Wiki-Web2M5k

Model Setting R ↑ D-1 ↑ D-2 ↑ CS ↑ CS-S ↑ R ↑ D-1 ↑ D-2 ↑ CS ↑ CS-S ↑

CIC GT [5] - 8.28 3.24 2.76 68.66 51.30 12.05 3.20 2.76 68.09 53.00
GPT-4 [33] - - - - - - 86.10 7.09 8.38 65.09 56.33
LongT5-Ext Pretrained 18.45 5.65 5.59 64.28 57.99 15.28 6.23 6.35 64.40 57.14
LongT5-Tune Finetune 17.62 6.06 5.83 63.35 57.48 14.44 6.49 6.45 63.24 56.47
LLaVA-1.5 [27] Zero-shot 36.57 7.09 8.38 65.56 50.34 32.56 7.25 8.64 65.53 47.98

Our Approach.
P-Ctrl Finetune 57.07 10.23 10.54 60.91 59.57 57.34 10.53 10.83 60.14 59.59
R-Ctrl Finetune 64.88 9.21 10.30 63.60 59.27 63.5 9.47 10.65 62.70 58.94

Table 2: Evaluation on Ctrl-CIC with multiple highlighted segments per sample.

Wiki-Web2Mfull Wiki-Web2M5k

Model Setting R ↑ D-1 ↑ D-2 ↑ CS ↑ CS-S ↑ R ↑ D-1 ↑ D-2 ↑ CS ↑ CS-S ↑

CIC GT [5] - 9.6 3.23 2.76 67.81 55.89 16.30 3.25 2.78 68.66 55.16
GPT-4 [33] - - - - - - 84.02 7.98 9.82 67.89 53.69
LongT5-Ext Pretrained 13.48 5.57 5.53 64.47 60.30 23.94 5.58 5.58 64.97 61.00
LongT5-Tune Finetune 12.68 5.92 5.81 63.86 59.80 22.23 5.93 5.82 64.01 60.47
LLaVA-1.5 [27] Zero-shot 26.06 6.53 7.82 66.38 51.88 34.56 6.48 7.74 66.88 52.14

Our Approach.
P-Ctrl Finetune 44.37 9.45 10.34 61.59 62.94 56.62 9.41 10.27 61.32 68.01
R-Ctrl Finetune 52.34 8.97 10.22 62.67 63.00 58.85 8.96 10.19 62.53 66.59

truncating context to emphasize highlights often excludes vital background in-
formation, hindering the model’s capacity for comprehensive captioning. On the
other hand, our proposed controllers achieve fine-grained highlight incorpora-
tion and effectively utilize the whole context, leading to significantly stronger
controllability and caption quality.

Nonetheless, the Ctrl-CIC models revealed some challenges in maintaining
consistency with the image content according to the CLIPScore. This observation
aligns with expectations, given that the Ctrl-CIC captions mainly focused on the
highlighted elements, potentially leading to a narrowed or biased interpretation
of the visual data. This underscores a vital direction for future enhancement.

Evaluation with GPT-4V The GPT-4V-based evaluation results, as detailed
in Tab. 3, corroborate our findings. Notably, the R-Ctrl controller not only ex-
cels in ‘Highlight Relevance’ and ‘Overall Quality’ but also demonstrates com-
parable performance in ‘Context Relevance’ to the CIC Ground Truth. This
suggests that the R-Ctrl method effectively maintains relevance to the overall
context, not just the highlighted segments.

Although the GPT-4V evaluation largely agrees with subjective assessments
in aspects like highlight relevance and image consistency, some discrepancies
are noted. For instance, the GPT-4V evaluator assigns LLaVA-1.5 the highest
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Table 3: Evaluating Ctrl-CIC with GPT-4V. Scores of CIC ground truth (CIC GT)
that serve as the comparative anchor are always normalized to unit values. The compar-
ative scores reflect relative performance; scores exceeding 1 signify superior performance
compared to the CIC GT caption.

CR ↑ HR ↑ IC ↑ OQ ↑

CIC GT [5] 1 1 1 1
GPT-4 [33] 1.5 2.81 0.98 2.00
LongT5-Ext 0.95 1.03 0.88 1.17
LongT5-Tune 0.86 0.96 0.84 1.06
LLaVA-1.5 [27] 0.98 1.27 1.05 1.26

Our Approach.
P-Ctrl 0.94 1.64 0.75 1.21
R-Ctrl 1.01 1.73 0.71 1.3

score for image consistency, surpassing even the reference labels, contrary to
what CLIPScore indicates. This difference could be attributable to GPT-4V’s
use of contextual clues for image content assessment, as opposed to CLIPScore’s
reliance solely on visual information. Despite these variances, a correlation anal-
ysis confirms that the GPT-4V-based evaluator usually aligns more closely with
human judgment than the subjective metrics. Further details of this analysis are
available in the supplementary materials.

Discussion While both proposed controllers exhibit commendable levels of con-
trollability, our results indicate that the R-Ctrl tends to produce captions more
directly related to the highlights compared to the P-Ctrl. Conversely, the P-
Ctrl generates a greater diversity of captions for different highlights within
the same context-image pair. This distinction likely arises because the R-Ctrl
pushes generation towards highlight-related tokens at each decoding step, which
may limit its creative scope. In contrast, the P-Ctrl implicitly conditions its con-
trolled captions on the highlights implicitly, primarily through decoder attention,
thus affording greater versatility in the caption generation process. Overall, our
methods demonstrate superior performance compared to LLaVA-1.5 at generat-
ing controlled captions, with a mere 5% of its parameter count.

Qualitative Analysis Figure 4 shows some qualitative Ctrl-CIC samples gen-
erated by the P-Ctrl model. It can be observed that our methods can tune
the model to generate diverse captions for varied images relevant to different
highlights. The model also exhibits a notable ability to extract relevant contex-
tual hints to enrich the captions. For instance, in the ‘Mamamoo’ example, the
model adeptly references the correct year associated with the highlighted event.
While the generated captions are generally brief and feature simple linguistic
structures, this reflects the style of our training data, which primarily consists of
concise Wikipedia captions. Observations reveal similar results from the R-Ctrl
method, which are not included in the figures due to their resemblance.
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The term "Baby of the House" is rarely used in New Zealand. The current
Baby of the House is Chlöe Swarbrick of the Green Party, who was elected
on 24 September 2017 aged 23. Swarbrick succeeded Todd Barclay of the
National Party, who had been elected at the 2014 general election at age 24.

Baby of the House - New Zealand

Chlöe Swarbrick, New Zealand Baby of the House
Chlöe Swarbrick, Green Party Baby of the House
Chlöe Swarbrick at age 23
New Zealand Prime Minister Jacinda Ardern and her family
with President Barack Obama
Green Party member Chlöe Swarbrick, with
President Barack Obama and First Lady Michelle Obama in
the White House, 2017
Chlöe Swarbrick (aged 23) with President Barack Obama
and First Lady Michelle Obama in the Oval Office, 2017

Ben Bullen, New South Wales
Ben Bullen is a small mountain village in the Central West of New South
Wales, Australia. It is located on the Castlereagh Highway (almost)
 halfway between the small towns of Cullen Bullen and Capertee. In the
2016 census, it recorded a population of 100 people. The place name Ben
Bullen is derived from the local Aboriginal word meaning "high, quiet place".

Ben Bullen railway station
Ben Bullen railway station, New South Wales
Ben Bullen railway station on the Castlereagh Highway

Volunteers at Ben Bullen
New South Wales Volunteers help build a new school in
Ben Bullen
Rebuilding the road to Ben Bullen with the CRRC on
Castlereagh Highway

Mamamoo performing at the 2016 Mamamoo Concert-Moosical
Mamamoo performing "You're the Best" in 2016
Mamamoo at K-Pop Night Out in 2016

Mamamoo - History
On January 10, 2016, RBW announced Mamamoo's first solo concert
since their debut in 2014. The concert, titled 2016 Mamamoo Concert-
Moosical, was held on August 13–14, 2016, at the Olympic Hall in Seoul.
7,000 tickets for the concert were sold out in one minute...... On March 6,
2016, they received their first music show win with the song "You're the
Best" on Inkigayo, followed by wins on Music Bank, M Countdown, and
other music shows. They received eight wins in total for the single. On
March 16, 2016, Mamamoo performed in Austin, Texas at South
By Southwest's K-Pop Night Out.

Mamamoo's logo for their 2016 Mamamoo Concert-Moosical
The title track "You're the Best" was released in 2016
Mamamoo's official logo for K-Pop Night Out

E. M. S. Namboodiripad - Death 
Despite his age and failing health, Namboodiripad was still active in political
and social fields. He actively campaigned during the 1998 general election.
Soon after the results were declared, he contracted pneumonia, and was
admitted to the Cosmopolitan hospital in Thiruvananthapuram, where he died
at 3:40 p.m (IST) on 19 March 1998, aged 88. He was cremated with full
state honours in Thycaud electric crematorium in Thiruvananthapuram...

Cosmopolitan Hospital, where Namboodiripad contracted
pneumonia
Cosmopolitan Hospital, Thiruvananthapuram, where
Namboodiripad died on 19 March 1998
Thycaud electric crematorium

Namboodiripad in 1998, shortly before his contract with pneumonia
Portrait taken on 19 March 1998
In his 88 years, Dr. Namboodiripad was cremated in a crematorium
in Thycaudelectric crematorium.

Fig. 4: Qualitative demonstration on our Ctrl-CIC results produced by P-Ctrl. High-
lights and their respective Ctrl-CIC captions are aligned in colors, showing how cap-
tions vary with different input images and highlights for the same context. Section
titles, if any, are appended after the page title. Paragraphs in the context that are
without any highlights are omitted for readability.

Limitations The weakly supervised training approach may limit the generaliza-
tion to real-life highlights and introduce biases. Incorporating synthesized high-
lights in training could help mitigate this. Furthermore, the R-Ctrl method’s
uniform weight recalibration across all tokens can lead to repetitive generation of
highlights. An adaptive recalibration strategy that modifies weight adjustment
strength based on already generated tokens could address this issue.

6 Conclusion

In this work, we introduce a new challenging captioning task termed as Control-
lable Contextualized Image Captioning (Ctrl-CIC). Ctrl-CIC augments standard
CIC by controlling over highlight elements, facilitating caption generation more
attuned to user-specific intent. As initial solutions, we present P-Ctrl and R-
Ctrl, two versatile approaches compatible with arbitrary LMs, enabling them to
handle Ctrl-CIC without compromising performance in conventional CIC tasks.
We further design a GPT-4V-based evaluation framework to assess the quality
of the generated Ctrl-CIC captions from multiple dimensions. Empirical findings
underscore the efficacy of our proposed methods, manifesting notable enhance-
ments in controllability relative to existing captioning methods while maintaining
superior efficiency.
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