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Fig. 1: With one single reference image, our MasterWeaver can generate photo-realistic
personalized images with diverse clothing, accessories, facial attributes and actions in
various contexts. In comparison with existing methods, our method exhibits superior
editability while maintaining high identity fidelity.

Abstract. Text-to-image (T2I) diffusion models have shown significant
success in personalized text-to-image generation, which aims to gen-
erate novel images with human identities indicated by the reference
images. Despite promising identity fidelity has been achieved by sev-
eral tuning-free methods, they often suffer from overfitting issues. The
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learned identity tends to entangle with irrelevant information, result-
ing in unsatisfied text controllability, especially on faces. In this work,
we present MasterWeaver, a test-time tuning-free method designed
to generate personalized images with both high identity fidelity and
flexible editability. Specifically, MasterWeaver adopts an encoder to ex-
tract identity features and steers the image generation through addition-
ally introduced cross attention. To improve editability while maintaining
identity fidelity, we propose an editing direction loss for training, which
aligns the editing directions of our MasterWeaver with those of the orig-
inal T2I model. Additionally, a face-augmented dataset is constructed
to facilitate disentangled identity learning, and further improve the ed-
itability. Extensive experiments demonstrate that our MasterWeaver can
not only generate personalized images with faithful identity, but also
exhibit superiority in text controllability. Our code can be found at
https://github.com/csyxwei/MasterWeaver.

Keywords: Personalized Text-to-Image Generation · Identity Preserva-
tion · Editability

1 Introduction

Recently, text-to-image diffusion models [68] have demonstrated superior ca-
pabilities in generating high-quality and creative images. Building upon these
advancements, personalization methods [20,69,85,90] further enable the genera-
tion of a specific visual subject (e.g ., objects, animals, or people) as indicated by
one or several reference images. In this work, we focus on the personalized image
generation of human identities, which has wide applications, such as personalized
portrait photos [42], art creation [78], and visual try-on [80].

Earlier studies, e.g ., Dreambooth [69] and Textual Inversion [20], usually
learned the novel identities from reference images by optimizing the word em-
beddings or model parameters. Albeit the promising results, these methods re-
quire per-identity optimization, which is time-consuming and impractical for real
applications. Additionally, they often take multiple images for identity learning
and suffer from poor editability in limited-data scenarios (see the top of Fig. 1).
Recent tuning-free methods, e.g ., FastComposer [87] and IP Adapter [90] trained
additional visual encoders to extract the identity information, and inject them
through model tuning or adapters. After training on human datasets, these meth-
ods could produce personalized results in several denoising steps with only one
identity image as the reference. Despite these methods having achieved promis-
ing identity fidelity, they usually suffer from overfitting issues. Since the reference
identity image and the input image used during training are from the same im-
age, these methods tend to directly copy the reference image during generation,
resulting in poor editability (see the top of Fig. 1). Photomaker [42] took mul-
tiple images of the same identity to learn a stacked face embedding, which can
be used to generate images with diverse attributes. However, its identity fidelity
is sacrificed for improving editability.

https://github.com/csyxwei/MasterWeaver
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To address the above issues, we propose MasterWeaver, a tuning-free method
for generating personalized images with both high identity fidelity and flexible
text controllability. Following [85, 90], MasterWeaver adopts an encoder to ex-
tract the identity features and steers the image generation through additionally
introduced cross attention. To improve the editability while keeping the identity
fidelity, we propose identity-preserved editability learning. We first propose an
editing direction loss to facilitate the model training. Specifically, we identify the
editing direction in the feature space of diffusion model by inputting paired text
prompts that denote an editing operation, e.g ., (a photo of a person, a photo
of a person with <attribute>). As the direction’s computation solely depends
on the attribute difference, such a direction captures the meaningful semantic
editing prior and is unrelated to identity. By aligning the editing direction of our
MasterWeaver with that of the original T2I model, we can significantly enhance
the text controllability without compromising identity fidelity.

Additionally, we construct a face-augmented dataset to facilitate disentan-
gled identity learning. In particular, we utilize the face editing method [53] to
modify the attributes of reference identity images, which are then incorporated
into our augmented dataset. In this dataset, the reference identity image and its
corresponding input image have the same identity but differ in a single attribute
(e.g ., hair color, style, or expression). Such a controlled attribute misalignment
can effectively facilitate model learning to extract faithful identity features dis-
entangled with attribute details, thereby improving editability. As illustrated in
Fig. 1, with only one reference image, our MasterWeaver can generate photo-
realistic personalized images with faithful identity and diverse contexts.

Extensive experimental evaluations demonstrate that our MasterWeaver out-
performs current state-of-the-art methods. The main contributions of this work
are summarized as follows:

– We propose MasterWeaver, a novel method that can generate personalized
images with high efficiency, faithful identity, and flexible controllability.

– An editing direction loss is proposed to improve the editability while keeping
the identity. A face-augmented dataset is constructed to facilitate disentan-
gled identity learning, further improving edtiability.

– Experimental results show that MasterWeaver can generate the target iden-
tity faithfully, while showing more flexible text controllability.

2 Related Work

2.1 Text-to-Image Diffusion Models

Recently, diffusion models [16, 27] have demonstrated remarkable capabilities
in generating photo-realistic images and have been widely adopted in text-to-
image (T2I) generation [5, 7, 17, 56, 60, 66, 68, 72]. Benefiting from the advance
in language model [64,65,74] and large-scale text-image datasets [74], these T2I
diffusion models are capable of generating textually coherent and high-quality
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Fig. 2: (a) Training pipeline of our MasterWeaver. Specifically, to improve the
editability while maintaining identity fidelity, we propose an editing direction loss Ledit

for training. Additionally, we construct a face-augmented dataset to facilitate disen-
tangled identity learning, further improving editability. (b) Framework of our Mas-
terWeaver. It adopts an encoder to extract identity features and employ it with text
to steer personalized image generation through cross attention.

images. Among them, Stable Diffusion [68] is one of the representative open-
sourced models, which performs a diffusion process in the latent space to reduce
computational complexity. It has demonstrated the superior capacity in gener-
ating high-quality and diverse images, and facilitated a surge of recent advances
in downstream tasks [31, 44, 52, 61, 92, 94, 95]. Stable Diffusion XL (SDXL) [60]
employed a larger UNet and an additional text encoder to achieve superior im-
age generation quality and enhanced textual fidelity. Stable Diffusion is also
employed as the T2I model in our experiments.

2.2 Personalized Text-to-image Generation

Building upon the advances in T2I models, personalization methods [20,69,85,90]
further enable the generation of specific visual concepts (e.g ., objects, animals,
people) as indicated by one or several reference images. Earlier studies [3, 4,
8, 10, 18–20, 25, 28, 30, 36, 38, 48, 49, 51, 55, 58, 63, 69, 71, 77, 79, 84, 86, 93, 97, 99]
usually learned the novel concept from reference images by optimizing word em-
beddings or model parameters. For example, Textual Inversion [20] optimized
a new “word” embedding using a few reference images to learn the target con-
cept. DreamBooth [69] finetuned the parameters of the T2I model to align the
unique identifier with the high-fidelity new concept. To improve the computa-
tion efficiency, Custom Diffusion [36] only updated the key and value mapping
parameters in cross attention layers. CelebBasis [91] projected the human iden-
tity into a celeb space, extracted from celebrity identities, and showed superior
editability. Though the results are promising, these methods usually take multi-
ple images to learn the concept and require substantial time for finetuning. To
reduce the tuning time, several methods [21,22] suggested initial pre-training on
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large datasets followed by tuning on smaller datasets to expedite the process.
However, they still take tens of steps for finetuning, limiting their practicality.

Recent tuning-free methods [2, 9, 12, 29, 33, 39, 54, 62, 76, 85, 96] train ad-
ditional visual encoders to extract the concept information, and inject them
via model tuning or adapters. By training on personalization datasets, these
methods could produce personalized results in tens of denoising steps with
only one reference image. For example, ELITE [85] employed a global map-
ping to encode the CLIP [64] features of concept image as textual embed-
ding, and further improved finer details with a local mapping network. BLIP
Diffusion utilized a pre-trained BLIP2 [40] as the feature extractor to pro-
duce a visual representation aligned with the text. Additionally, several meth-
ods [11, 13, 32, 41, 43, 47, 59, 70, 78, 81, 82, 88, 89] are designed for personalization
of human identities. DreamIdentity [13] crafted an editing dataset based on
celebrity identity and a pre-trained stable diffusion model for editability learn-
ing. Photomaker [42] collected a human dataset that consists of multiple images
of the same identity and used them to learn a stacked face embedding, which
could generate images with diverse attributes.

In this work, we propose the tuning-free MasterWeaver. Compared with ex-
isting methods, MasterWeaver could generate personalized images with high
efficiency, faithful identity preservation, and flexible controllability.

2.3 Face Editing

Face generation and editing are popular topics in computer vision and computer
graphics. With the development of Generative Adversarial Networks (GANs) [24],
several methods have been proposed for high-quality face generation [34,35] and
flexible face editing [6, 45, 53, 57, 75]. Generally speaking, existing GAN-based
face editing methods can be classified into two types. The first type of meth-
ods [14, 15, 46] utilize image-to-image translation techniques, where the original
face image is fed to the network to produce the edited image. The second type
of methods [6,45,75] first invert the given face into the latent code of pre-trained
GANs [1,67,83], and then manipulate it with specific directions. Recently, with
the advance of CLIP [64], several methods [23, 53, 57] have been proposed to
perform face editing based on text prompts.

In our work, we adopt the face editing method in [53] to construct a face-
augmented dataset, which can be used for disentangled identity training.

3 Proposed Method

Given one single reference image x of a specific identity, personalized T2I genera-
tion aims to generate photo-realistic images of the given identity according to the
text prompts y. Nonetheless, the generated images are expected to keep a faith-
ful identity and exhibit diversity in attributes, actions, contexts, and so on. To
achieve this goal, we propose MasterWeaver, a tuning-free method for generating
personalized images with promising identity fidelity and flexible editability. As
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Fig. 3: Illustration of Editing Direction Loss. By inputting paired text prompts
that denote an editing operation, e.g ., (a photo of a woman, a photo of a smiling
woman), we identify the editing direction in the feature space of diffusion model. Then
we align the editing direction of MasterWeaver with that of original T2I model to
improve the text controllability without affecting the identity.

illustrated in Fig. 2, MasterWeaver first employs an identity mapping network to
encode identity feature, and incorporates it with text to guide the image genera-
tion. To improve the model editability while keeping identity fidelity, we further
propose the id-preserved editability learning, including an editing direction loss
and a face-augmented dataset. In the following, we first present an overview of
the T2I model utilized in our approach (Sec. 3.1). Then, we introduce the de-
tails of the face identity injection (Sec. 3.2) and id-preserved editability learning
(Sec. 3.3). Finally, we give our learning objective (Sec. 3.4).

3.1 Preliminary

In this work, we employ the large-scale pre-trained Stable Diffusion (SD) [68] as
our T2I model, which can generate diverse and photo-realistic images. It consists
of two components, i.e., the autoencoder (E(·), D(·)) and the conditional diffu-
sion model ϵθ(·). Specifically, the encoder E(·) is trained to map an image x to a
lower dimensional latent space z = E(x), and the decoder D(·) is trained to map
the latent code back to the image so that D(E(x)) ≈ x. The conditional diffusion
model ϵθ(·) is trained on the latent space of autoencoder, which can generate
latent codes based on text condition y. The mean-squared loss is employed to
train the model:

Lrec = Ez,y,ϵ,t

[
∥ϵ− ϵθ(zt, t, τ(y))∥22

]
, (1)

where ϵ ∼ N (0, 1) denotes the unscaled noise, t is the time step, zt is the latent
noise at time t, and τ(·) represents the pretrained CLIP text encoder [64]. During
inference, it starts from a random Gaussian noise zT and iteratively denoises it
to z0. The decoder then maps it to the final image x′ = D(z0).
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Fig. 4: Construction of Face-Augmented Dataset. We employ E4E [67] and
DeltaEdit [53] to edit the attribute of the reference identity image, and construct
the face-augmented dataset.

Cross attention is adopted in SD to steer the generation process by text
prompt. Specifically, cross attention adopts the latent image feature h and text
feature τ(y) as input, and transforms them to query Q = WQ · h, key K =
WK · τ(y) and value V =WV · τ(y) by projection layers. WQ, WK , and WV are
weight parameters of query, key, and value projection layers, respectively. Then,
attention maps are computed with:

Attention(Q,K, V ) = Softmax
(
QKT

√
d′

)
V, (2)

where d′ is the output dimension of key and query features.

3.2 Faithful Identity Injection

To leverage the pre-trained SD for generating the personalized images of specified
identity, we first introduce a mapping network to encode the identity features,
and then integrate the encoded features into the image generation process. As
shown in Fig. 2 (b), we employ the pre-trained CLIP image encoder ψ(·) to
extract the identity information. To ensure identity fidelity, we utilize the local
patch image feature from the penultimate layer of the CLIP model, which con-
tains rich details and is sufficient to represent the target identity faithfully. To
bridge the gap between the CLIP features and the SD model, we further employ
an identity (ID) mapper M(·), which is trained to project the CLIP features as
identity feature f :

f =M ◦ ψ(x), (3)

where f ∈ RN×d. N denotes the number of tokens and d is the feature dimension.
Here, we also mask the background of x to ease the irrelevant disturbances.

To effectively integrate the identity feature f into the generation, we adopt
the dual cross attention mechanism [85,90]: Attention(Q,Kf , V f ), where Kf =

W f
K · f and V f = W f

V · f represent the projected key and value matrices of the
identity information, respectively. W f

K and W f
V are two additionally introduced
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Fig. 5: Visual comparison of different methods. All images are generated using
the single reference image shown on the left. Our MasterWeaver can generate high-
quality images with flexible editability and faithful identity. Zoom in for a better view.

projection layers in each cross attention block of SD, which are optimized with
our ID mapper simultaneously. To fuse the identity information with the text
information, we sum them by:

Out = Attention(Q,K, V ) + λAttention(Q,Kf , V f ), (4)

where λ is a trade-off hyperparameter and set as 1 during training.

3.3 ID-Preserved Editability Learning

Although the proposed method in Sec. 3.2 can generate personalized images with
faithful identity, its text controllability is limited. Since the reference identity
image and input image used in training are from the same image (as shown in
Fig. 4 left), when we train the model under the reconstruction paradigm, the
learned identity feature is inevitably entangled with facial attributes (e.g ., hair,
pose and expression). Such an entanglement weakens the control of the text over
generated images, and the model tends to directly copy reference images during
generation, resulting in poor editability and diversity. To improve editability
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while keeping a faithful identity, we propose id-preserved editability learning,
which consists of an editing direction loss and a face-augmented dataset.
Editing Direction Loss. To improve the text controllability, we first propose
an editing direction loss to facilitate the model learning. The SD model is well-
recognized for its superior text controllability and can generate images that
closely align with the provided textual descriptions. Intuitively, we can employ its
editing capability to regularize MasterWeaver. As shown in Fig. 3, by leveraging
paired text prompts that indicate an editing operation, e.g ., (y = a photo of a
person, y′ = a photo of a person with <attribute>), we can identify an editing
direction in the feature space of diffusion UNet model:

∆ϵθ (y, y
′) = ϵθ(zt, t, τ(y

′))− ϵθ(zt, t, τ(y)). (5)

Such an editing direction captures the meaningful prior of SD for semantic edit-
ing. Then, we align the editing directions of MasterWeaver with those of SD
during training:

Ledit = 1− Sim(m ·∆ϵθ (y, y
′),m ·∆ϵθ′ (y, y

′, x)), (6)

where ϵθ′ denotes our MasterWeaver model and Sim(·, ·) denotes the calculation
of cosine similarity. m is the mask of the facial region to ensure the loss is
only calculated on the facial area. Obviously, if MasterWeaver neglects the text
prompts during generation, its editing directions will be different from those of
SD, resulting in a large loss. Besides, the calculation of editing direction is solely
based on the text difference, and the encoded semantic information is unrelated
to the identity. Therefore, training with our proposed direction loss can improve
the model’s editability significantly, with moderate sacrifice of identity fidelity.

Furthermore, our editing direction ∆ϵθ (y, y
′) can be seen as a variant of

DDS [26], which is designed to optimize the edited image by minimizing the delta
noise: Ldds = ∥ϵθ(zt, t, τ(y)) − ϵθ(ẑt, t, τ(y

′))∥22, where z and ẑ are original and
edited images, y and y′ are source and target prompts. In Ledit, editing direction
∆ϵθ (y, y

′) = ϵθ(zt, t, τ(y
′)) − ϵθ(zt, t, τ(y)) is used to represent the editing prior

of original model. By aligning the editing direction with that of the original
model, MasterWeaver can inherit its editability. In our implementation, we use
the same zt for both source prompt y and target prompt y′, and the direction
is calculated in feature space instead of noise space. We have collected several
attribute-related prompt pairs for training, including hair, age, expression, etc.
More details can be found in the Suppl.
Face-Augmented Dataset Construction. As we analyzed, one of the reasons
behind the insufficient editability is that the learned model entangles the iden-
tity with irrelevant attributes and tends to copy the reference image directly,
neglecting the text prompt. To address this issue, we build a face-augmented
dataset designed for disentangled identity training. As illustrated in Fig. 4, we
employ the E4E [67] and DeltaEdit [53] to perform the attribute editing for
the reference identity image. Then, we construct our face-augmented dataset by
combining the input image, text prompt, and edited face images. In this dataset,
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Table 1: Quantitative comparison under single reference setting. We employ
CLIP-T metric to measure the text alignment, and utilize DINO, CLIP-I and Face
Similarity metrics to measure the identity fidelity. The best result is shown in bold,
and the second best is underlined.

CLIP-T (↑) CLIP-I (↑) DINO (↑) Face Sim. (↑) Speed (s, ↓)

Textual Inversion [20] 0.167 0.669 0.556 0.423 3000
DreamBooth [69] 0.223 0.641 0.509 0.469 908
Custom Diffusion [36] 0.210 0.726 0.647 0.626 548
CelebBasis [91] 0.214 0.651 0.501 0.439 490
FastComposer [87] 0.201 0.747 0.641 0.631 3
IPAdapter [90] 0.192 0.714 0.632 0.607 3
PhotoMaker [42] 0.231 0.667 0.497 0.544 10
Ours 0.232 0.726 0.638 0.631 4

the reference identity image and corresponding input image have the same iden-
tity but differ in one specific attribute (e.g ., hair color, style, or expression). Such
a controlled attribute misalignment can effectively facilitate model learning to
extract faithful identity features disentangled with attribute details, thereby im-
proving editability. To maintain identity fidelity, we filter to exclude edited face
images with lower face similarity to reference images. In our experiments, we
utilize a mix of face-augmented and original datasets for balanced editability
and identity fidelity. More details of the dataset are provided in the Suppl.

3.4 Learning Objective

Following [41], we employ a background disentanglement loss to encourage the
identity feature only controlling the generation of facial region. Specifically, when
the identity feature changes, we regularize the background to be unchanged:

Ldisen = ∥(1−m) · [ϵθ′(zt, t, τ(y), f)− ϵθ′(zt, t, τ(y), A(f))]∥, (7)

where f = M ◦ ψ(x) is the extracted identity feature and 1 − m denotes the
mask of background region. A(·) denotes the augmentation operation.

The overall learning objective is defined as:

L = Lrec + λedit · Ledit + λdisen · Ldisen, (8)

where λdisen and λedit denote the trade-off parameters.

4 Experiments

4.1 Experimental Settings

Training dataset. To train our MasterWeaver, we build a dataset including
about 160k text-image pairs from the LAION-Face dataset [98]. We have also
prepared the corresponding captions and face masks for model training. The
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Fig. 6: Visual comparison of different methods. All images are generated using
the four reference images shown on the left. Our MasterWeaver consistently shows
better editability and identity. Zoom in for a better view.

detailed pipeline of dataset is provided in the Suppl. Moreover, as described in
Sec. 3.3, we have built a face-augmented dataset based on filtered images.
Evaluation dataset. To evaluate the one-shot personalization, we randomly
select 300 identities from the CelebA-HQ dataset [37], and each identity has one
image as the reference. Besides, our method can be extended for personalized
generation using multiple reference images without additional training. Here, we
also evaluate our method with multiple images as the reference. Following [42], we
collect a dataset consisting of 25 identities, and each identity contains four images
for evaluation. For quantitative analysis, we employ 50 prompts encompassing
a range of clothing, styles, attributes, actions, and backgrounds. We randomly
generate five images for each identity-prompt pair. More details are provided
in Suppl. For visual comparison, we utilize the identity images collected from
existing methods for a convenient comparison. Unless specifically mentioned, all
images presented in this paper are produced using a single reference image.
Implementation details. We employ SD V1.5 in our experiments, and our
model is trained using a batch size of 16 and a learning rate of 1e-6. To calculate
the Ledit, we utilize the output features of the cross attention blocks in the first
decoder layer. λedit is set as 0.01 and λdisen is set as 1. To enable classifier-free
guidance, we use a probability of 0.05 to drop text and image individually, and
a probability of 0.05 to drop text and image simultaneously. All experiments
are conducted on 4×A800 GPUs with AdamW [50] optimizer. During image
generation, we use 50 steps of the LMS sampler, and set the scale of classifier-
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Table 2: Quantitative comparisons under multiple references (i.e., 4 images)
setting. The best result is shown in bold, and the second best is underlined.

CLIP-T (↑) CLIP-I (↑) DINO (↑) Face Sim. (↑) Speed (s, ↓)

Textual Inversion [20] 0.172 0.729 0.594 0.618 3000
DreamBooth [69] 0.220 0.704 0.511 0.524 908
Custom Diffusion [36] 0.218 0.754 0.598 0.615 548
FastComposer [87] 0.210 0.720 0.582 0.622 3
IPAdapter [90] 0.200 0.757 0.592 0.632 3
PhotoMaker [42] 0.222 0.663 0.520 0.547 10
Ours 0.230 0.752 0.596 0.646 4

photo of a smiling man in Iron man suit

w/o augw/o 𝐿ௗ௧w/o 𝐿ௗ௦Reference Ours

photo of an old woman in the snow

Reference #ref=1 #ref=2 #ref=3 #ref=4

a man wearing a red sweater

a woman wearing a spacesuit

Fig. 7: Ablation Study. The proposed losses and augmented dataset (denotes as
aug) significantly improve the editability of the model. Besides, the identity fidelity
consistently improves as the number increases.

free guidance as 5. More details of our model and implementation are provided
in the Suppl.
Evaluation metrics. Following Dreambooth [69], we employ CLIP-T metric to
measure the text alignment of generated images, and utilize DINO and CLIP-
I metrics to measure the identity fidelity. We also employ the FaceNet [73] to
compute the face similarity in the detected facial regions as another measure
of identity fidelity. Moreover, we adopt the inference speed to evaluate the effi-
ciency of each method. For those optimization-based methods, we combine the
time required for optimization with the inference time as overall speed. All the
inference speeds are tested on a single NVIDIA Tesla V100 GPU.

4.2 Qualitative Comparison

To demonstrate the effectiveness of our MasterWeaver, we conduct the compar-
isons with existing methods, including Textual Inversion [20], Dreambooth [69],
Custom Diffusion [36], CelebBasis [91], Fastcomposer [87], IP Adapter [90], and
Photomaker [42]. For a fair comparison, all methods utilize the SD 1.5 version,
except for Photomaker, which uses the SDXL model.

Fig. 5 presents visual comparisons with existing methods using a single
image as a reference. As depicted, MasterWeaver can generate photo-realistic
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Table 3: Ablation Study. The proposed background disentanglement loss Ldisen,
editing direction loss Ledit, and the face-augmented dataset (denote as aug) can improve
the editability of MasterWeaver, while keeping the identity fidelity.

CLIP-T (↑) CLIP-I (↑) DINO (↑) Face Sim. (↑)

Ours w/o Ldisen 0.226 0.724 0.633 0.617
Ours w/o Ledit 0.209 0.739 0.643 0.637
Ours w/o aug 0.221 0.730 0.640 0.634
Ours 0.232 0.726 0.638 0.631

personalized images in diverse scenarios, including modifications to attributes,
clothing, background, and style. Optimization-based methods, i.e., Textual In-
version, Dreambooth, and Custom Diffusion, suffer from the overfitting in this
limited-data scenario, leading to limited text alignment and compromised iden-
tity fidelity (e.g ., rows 1∼3). Tuning-free methods, i.e., Fastcomposer and IP
Adapter maintain high identity fidelity but fall short in editing style and fa-
cial attributes (e.g ., face attributes in rows 1 and 3, and the style in the last
two rows). Photomaker shows improved text controllability; however, it some-
times fails to generate faithful identity (e.g ., rows 1, 2, and 5). In comparison,
our MasterWeaver can generate personalized images that are faithful to both
reference identity and text prompts. Fig. 1 illustrates more results generated
by our method. MasterWeaver can generate photo-realistic images with diverse
clothing, accessories, facial attributes, and actions. Additionally, it allows for
simultaneously editing multiple attributes.

MasterWeaver can also be directly extended for personalized image gener-
ation with multiple reference images of the same identity. Specifically, during
inference, we simply concatenate the identity features of different images along
the token dimension. As shown in Fig. 7, using more reference images improves
the identity fidelity of the generated personalized images. Furthermore, we com-
pare our method with competing methods in the setting with multiple reference
images (i.e., with four reference images). From Fig. 6, one can see that Master-
Weaver still outperforms competitors in identity fidelity and text controllability.
More qualitative results can be found in Suppl.

4.3 Quantitative Comparison

In addition to the qualitative comparisons, we further conduct the quantita-
tive evaluation to validate the performance of MasterWeaver. Table 1 reports
the comparisons conducted with a single reference image. From the table, we see
that MasterWeaver outperforms existing state-of-the-art methods regarding text
alignment and face similarity, demonstrating its ability to generate personalized
images that maintain consistent identity and good alignment with texts. More-
over, MasterWeaver exhibits a competitive inference speed, requiring only 4s to
generate an image on a single V100 GPU. Table 2 reports similar findings in a
scenario utilizing four reference images, further demonstrating the effectiveness
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of MasterWeaver. While MasterWeaver’s scores for CLIP-I and DINO are not
the highest, it should be noted that these metrics are not specifically designed
for facial analysis and can be affected by extraneous factors such as pose. Addi-
tionally, we have conducted a user study to compare MasterWeaver with other
methods. The detailed results are provided in Suppl.

4.4 Ablation Study

We have conducted ablation studies to evaluate the roles of various components
in our method, including the background disentanglement loss Ldisen, editing
direction loss Ledit, and the face-augmented dataset.
Effect of the disentanglement loss Ldisen. We first evaluate the impact
of Ldisen. As illustrated in Fig. 7, without Ldisen, the model fails to generate
images with desired clothing. This suggests that Ldisen could ease the influence
of identity information on the background, thereby enhancing the editability of
the generated images. From Table 3, both text alignment and face similarity
metrics decrease without Ldisen, demonstrating its effectiveness.
Effect of the editing direction loss Ledit. We then assess the effect of Ledit.
As shown in Fig. 7, without Ledit, MasteWeaver fails to generate the identi-
ties with proper facial attributes (i.e., old woman). From Table 3, we see that
the CLIP-T score drops significantly without Ledit. Though the preservation of
identity drops slightly, it is acceptable.
Effect of the face-augmented dataset. We further evaluate the effect of our
constructed face-augmented dataset. Fig. 7 demonstrates that the model trained
with the face-augmented dataset exhibits improved editability (e.g ., with the
augmented dataset, MasterWeaver successfully generates the personalized image
with a smiling expression). The results in Table 3 further confirm its effectiveness,
as the text alignment score increases when using the augmented dataset. More
ablations are provided in Suppl.

5 Conclusion

In this work, we proposed MasterWeaver, a novel tuning-free method capable of
generating personalized images with high efficiency, faithful identity, and flexi-
ble editability. The proposed editing direction loss and face-augmented dataset
significantly improved the model’s editability while maintaining identity fidelity.
Extensive experiments have demonstrated that MasterWeaver outperformed the
state-of-the-art methods and generated photo-realistic images that are faithful
to both identity and texts. Our method was versatile for various applications,
including personalized digital content creation and artistic endeavors. Moreover,
the proposed editing direction loss had the potential to be applied to other do-
mains (e.g ., animals and objects), enlarging its applicability.
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