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1 Urban-1k Dataset

Urban-1k is a scaling-up version of Urban-200 dataset in the paper. It contains
1k urban images and their corresponding captions generated by GPT-4V. Each
caption contains about 107 words on average. The process for building Urban-
1k dataset is exactly the same as Urban-200. It has been released at https:
//huggingface.co/datasets/BeichenZhang/Urban1k.

Table 1: The result on Urban-1k dataset. Best result is in bold.

Model Urban-1k I2T R@1 Urban-1k T2I R@1

B/16 CLIP 68.1 53.6
Long-CLIP(Ours) 78.9 79.5

L/14 CLIP 68.7 52.8
Long-CLIP(Ours) 82.7 86.1

2 Insufficient Long-text Ability for CLIP-based Models

Apart from aligning the whole image with the whole sentence, a few recent works
(e.g ., PTP-BLIP [11] and X-VLM [12]) have tried to align some text phrases
in the whole caption with their corresponding image regions (patches) through
contrastive learning and claim to improve the ability to capture fine-grained
information. We evaluate these models on our urban dataset with long captions,
and the results are shown in Tab. 2. We observe that the long-text performance
of these methods still has room for improvement since their training datasets
predominantly consist of short texts (e.g ., Conceptual-12M [1], SBU [8], Visual
Genome [4] and COCO [7]). By contrast, our Long-CLIP (bottom row) boosts
the performance of these baselines by a large margin.
⋆ Corresponding author. § Work done during an internship in Shanghai AI Laboratory.
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Table 2: The long-text performance of recent advances attempting to improve the
fine-grained capability. X-VLM(16M) indicates the version of X-VLM base model with
16M training data.

Model Image-to-Text Text-to-Image Training Data

CLIP [10] 46.5 46.0 WIT
X-VLM(16M) [12] 53.0 44.5 CC12M+CC3M+SBU+COCO+VG

X2-VLM [13] 45.0 45.0 CC3M+SBU+COCO+VG+CC12M+LAION
PTP-BLIP [11] 45.5 39.5 CC3M+SBU+COCO+VG

Long-CLIP(Ours) 81.5 81.5 WIT+ShareGPT4V

3 Long-CLIP with SDXL

After the first submission, we further use our Long-CLIP model in Stable-
Diffusion-XL [9] in a plug-and-play manner. Specifically, we replace the CLIP-
L text encoder with our Long-CLIP-L, and only apply knowledge-preserved
stretching (KPS) on Open-CLIP bigG text encoder due to heavy training cost.

The results are shown in Fig. 1, which shows our model can help SDXL break
the 77 token limit with little reduction in the image quality.

4 Generalizability of Proposed Strategy

We apply our strategy, namely knowledge-preserved stretching and primary com-
ponent matching, to fine-tune DeCLIP ViT-B/32 [6], the result also shows a
consistent improvement.

Table 3: The performance of DeCLIP model and Long-DeCLIP model after fine-
tuning. ‘Avg Cls’ means the average accuracy among 5 classification datasets in the
main paper. Retrieval tasks are reported in ‘T2I/I2T’ format with R@5 of short-caption
(COCO/Flickr) and R@1 of long-caption (Urban/ShareGPT4V).

Model Avg Cls COCO Flickr Urban ShareGPT4V

DeCLIP 63.6 60.5/45.8 36.2/25.3 28.0/25.5 63.1/60.7
Long-DeCLIP 63.9 61.1/50.7 36.8/33.8 54.0/51.0 84.1/84.3

5 Detailed Experiment Setting

5.1 Long Text Fine-tuning

We fine-tune the CLIP model on ShareGPT4V [2] dataset, which contains about
1M (image, long caption) pairs in total. Detailed hyper-parameter settings in
long-text fine-tuning are listed in Tab. 4.
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Fig. 1: Our Long-CLIP model can help SDXL break through the 77-token limit
(marked in red \\) and capture the originally truncated attribute (marked in orange)
with little reduction in the image quality.

5.2 Zero-shot Classification

We follow the setup of CLIP [10]. For zero-shot classification tasks like Ima-
geNet [3] and CIFAR-100 [5], we use the 80 pre-defined prompts used in CLIP.
We compute the embedding of each class by averaging over the embeddings of
the 80 prompts. Then we L2-normalize them. For a given image in a classifica-
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Table 4: Detailed hyper-parameters in long-text fine-tuning.

Hyper-Parameter Value

Batch size 1024
Training Epochs 1

Warm-up iterations 200
Weight decay 1e-2
Learning Rate 1e-4

AdamW β1 0.9
AdamW β2 0.999
AdamW ϵ 1e-8

tion dataset, we classify it as the class that has the largest cosine similarity with
the image embedding. We use top-1 accuracy as an evaluation metric.

5.3 Retrieval

In text-image retrieval tasks, we calculate text-image scores by measuring the
cosine similarity between the L2-normalized images and text embedding. We
then rank the top-K images for each text caption, as well as the top-K text
captions for each image. We use Recall@K as an evaluation metric where K can
be 1, 5 and 10, which is a common setting for retrieval tasks.

6 More Examples on Retrieval and Image Generation

Our Long-CLIP model can capture detailed information in both image and text
modalities. Therefore, Long-CLIP can distinguish similar images and texts and
improve retrieval accuracy. Fig. 2 demonstrates some examples where CLIP fails
but our Long-CLIP model can successfully retrieve. Moreover, as shown in Fig. 3,
Long-CLIP can also enhance image generation tasks by covering more details in
the text prompt compare to the CLIP baseline.
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Fig. 2: More examples on Image-Text retrieval. The detailed attributes in the long
caption to distinguish the correct image is marked in brown.
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Fig. 3: More examples on Text-to-Image Generation. The caption marked in brown
are the detailed attributes missed by CLIP, but successfully captured by us.
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