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Abstract. Generating high-quality videos that synthesize desired realis-
tic content is a challenging task due to their intricate high dimensionality
and complexity. Several recent diffusion-based methods have shown com-
parable performance by compressing videos to a lower-dimensional latent
space, using traditional video autoencoder architecture. However, such
method that employ standard frame-wise 2D or 3D convolution fail to
fully exploit the spatio-temporal nature of videos. To address this issue,
we propose a novel hybrid video diffusion model, called HVDM, which
can capture spatio-temporal dependencies more effectively. HVDM is
trained by a hybrid video autoencoder which extracts a disentangled rep-
resentation of the video including: (i) a global context information cap-
tured by a 2D projected latent, (ii) a local volume information captured
by 3D convolutions with wavelet decomposition, and (iii) a frequency
information for improving the video reconstruction. Based on this disen-
tangled representation, our hybrid autoencoder provide a more compre-
hensive video latent enriching the generated videos with fine structures
and details. Experiments on standard video generation benchmarks such
as UCF101, SkyTimelapse, and TaiChi demonstrate that the proposed
approach achieves state-of-the-art video generation quality, showing a
wide range of video applications (e.g., long video generation, image-to-
video, and video dynamics control). The source code and pre-trained
models will be publicly available once the paper is accepted.

Keywords: Video Diffusion · Wavelet Transform · Generative Models

1 Introduction

Video generation has received a lot of attention in the computer vision and
graphics fields due to its broad applications in making films, creating animations,
simulating environments, etc [1,5,6,10,23]. Nontheless, video generation remains
a chellenging task because of the high-dimensionality and complexity inherent

†Corresponding author

https://orcid.org/0009-0003-9506-9966
https://orcid.org/0000-0002-6748-7066
https://orcid.org/0009-0008-5250-7512
https://orcid.org/0009-0001-6426-5433
https://orcid.org/0000-0002-5606-0761
https://orcid.org/0000-0003-2927-6273
https://orcid.org/0000-0001-5252-9668
https://hxngiee.github.io/HVDM


2 Kim et al.

in video data. The primary difficulty lies in producing high-quality video frames
that are both visually appealing and dynamically coherent.

By leveraging the recent advancements of image-based diffusion models [14,
15], a variety of video diffusion methods have emerged [17, 27, 31]. These meth-
ods show considerable promise in modeling video distributions and synthesizing
visually plausible results. However, they often face efficiency challenge due to
operating in pixel space. To address this challenge, several recent latent video
diffusion models have been developed, training within a compressed latent space
to reduce computational demands [2, 11, 13, 56, 56]. While these latent diffusion
models exhibit improved scaling properties with reduced complexity, the poten-
tial of novel autoencoder designs remains largely unexplored. There exist con-
ventional approaches, employing standard 2D or 3D CNN-based autoencoders
for video generation [13,17,19,35]. Yet, these CNN-based architectures struggle
with effectively managing the overall spatio-temporal structure of videos. While
transformers might be considered as a solution, their direct application to video
representation learning can lead to significant computational time and memory
inefficiency [21,49].

Unlike the aforementioned approaches, PVDM [53] offers a novel perspective
in video generation. PVDM simplifies video complexity by adopting a triplane
representation, where video data is factorized into 2D projected latents across
different spatio-temporal directions in a latent space. This method has demon-
strated improved generation results over previous works such as StyleGAN-based
approaches [36] and other diffusion models [17], particularly in effectively rep-
resenting intricate video data. Despite its progress, they encounter inherent
limitations due to the reduction of higher-dimensional video data into lower-
dimensional spaces. More specifically, the 2D projected latents struggle to fully
recover the 3D structure of video volume, lacking crucial volume information.

Motivated by these observations, we propose a novel hybrid video diffusion
model designed to comprehensively capture the spatio-temporal dependencies
of video, called HVDM. Rather than reinventing the wheel, we leverage these
known characteristics to enhance effectiveness in video generation tasks. Our
video autoencoder combines transformer for 3D-to-2D projections and the 3D
CNNs to effectively utilize both global context and local volume information in
video. We first start from a well-known fact that transformers excel at capturing
long-range dependencies, and we employ them to acquire the global context of
the video. To compensate the limited inductive bias of transformers, we leverage
3D CNNs to provide local volume details, drawing from the recognized advan-
tage of 3D CNNs in capturing short-range spatio-temporal information. More
specifically, our proposed autoencoder builds the stengths of both architectures
by incorporating global 2D projected and local 3D volume latent representations.
These two types of latent representations mutually enhance each other through
cross-attention module that operates along both the temporal and spatial axes.
Taking this approach further, we pose the question of whether it is possible to
exploit frequency information for boosting the video reconstruction process. We
find that employing 3D discrete wavelet transform could potentially resolve the
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Fig. 1: Overview of our hybrid video autoencoder in HVDM that combines a
2D triplane and 3D volume representation for video encoding. The 2D triplane repre-
sentation provide global context and 3D volume representation provide local volume
information of video. The spatio-temporal cross-attention module incorporates these
distinctive features to organizes fine-grained video representation.

problem of limited receptive fields in 3D CNNs. Specifically, considering that the
3D discrete wavelet transform reduces the video’s size by half in the frequency
domain, it allows us to expand the receptive field without losing information.
Additionally, using 3D discrete wavelet transform decompose complex video into
different frequency components at multiple levels of details, providing rich video
representation. Finally, by training the video autoencoder with both reconstruc-
tion and frequency matching loss in the pixel and spectral spaces, frequency
matching loss improved visual quality during video reconstruction process. As a
result, we observe that the integration of wavelet-based features provides benefit
compared to the use of raw video data by enabling more nuanced video encoding.

To validate the effectiveness of our method, we demonstrate a wide range of
video applications including unconditional video generation, long video genera-
tion, image-to-video, and video dynamics control. Here, we use three benchmark
datasets for video generation: UCF-101 [38], SkyTimelapse [51], and TaiChi [34].
Both quantitative and qualitative results demonstrate video generation capa-
bilities of our method, showing superior performance over the state-of-the-art
approaches.

2 Related Work

Video generation. Video generation methods have been developed based on
deep generative models, such as variational autoencoder (VAEs), generative ad-
versarial networks (GANs), and diffusion models (DMs). Early work [24, 28]
attempted to employ VAEs and GANs-based models to generate frames in an
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autoregressive manner. However, they fail to produce desired results due to the
difficulty of modeling spatial-temporal changes and their results limited to low
resolutions. Another work [45] introduce a spatio-temporal convolutional ar-
chitecture that effectively disentangles the scene’s foreground and background.
MoCoGAN [40] propose the motion and content decomposed generative adver-
sarial network that generates a video by translating a sequence of random vectors
into a sequence of video frames. Although each of these methods show encour-
aging results for video generation, GAN-based models often suffer from unstable
training and fall into mode collapse. In contrast, diffusion models have demon-
strated new possibilities for video generation, leveraging a stable training scheme
and robust representation.

Diffusion models. Inspired by the success of image-based diffusion models, a
series of video diffusion models [2, 11, 25, 30, 50, 56] are proposed. These models
leverage the pre-trained image diffusion models and extend their application to
videos. While they are capable of efficient learning with just a few computa-
tion powers, there are some difficulties in creating consistent and photo-realistic
video content. Since they generate videos on a frame-by-frame basis, they face
challenges in achieving temporal consistency and producing long video results.

On the other hand, recent videos diffusion models [16, 26, 31, 44] proposed
methods for learning video from scratch by adopting various model architec-
tures [9, 29]. While they are capable of generating high fidelity results that are
both temporally consistent and realistic, these methods are still limited in com-
putation and memory inefficiency. To overcome these inefficiency, latent diffusion
methods [13, 19, 53] have emerged which train the model in low-dimensional la-
tent space while maintaining their perceptual quality.

Triplane representations. The effectiveness of triplane representation has al-
ready found in 3D-aware generation works [3,7,8,12,32,48]. These triplane rep-
resentation methods have been shown to offer an effective compression benefits
by projecting the 3D volume as 2D-shaped latent features. By taking advan-
tage of these triplane representation, PVDM [53] achieves comparable results in
the video generation task, encoding the cubic structure of video pixels. Inspired
by this, we present an improved video encoding method that exploit the 2D
projected latent with wavelet-based 3D volume latent.

3 Preliminaries

3.1 2D Triplane Representation for Video Diffusion Model

Given a video sample x ∈ R3×S×H×W with time S, height H, and width W , the
triplane autoencoder encodes it as three 2D projected latent [zhwproj, z

ws
proj, z

hs
proj]

where zhwproj ∈ RC×H′×W ′
, zws

proj ∈ RC×S×W ′
, zhsproj ∈ RC×S×H′

. We denote
C as number of channels, H ′ = H/d, W ′ = W/d for downsampling factors
d > 1. Unlike conventional video autoencoder which depends on frame-wise 2D
or 3D convolution networks [13,17,19,35], the PVDM [53] effectively decompose
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the 3D data using video transformer [4] for projections [zhwproj, z
ws
proj, z

hs
proj]. The

utilization of these latent vectors [zhwproj, z
ws
proj, z

hs
proj] offers several advantages in

terms of achieving both computation and memory efficiency. Furthermore, their
image-like structure enables the efficient video generation from the latent space
reducing the dimensionality of the data.

3.2 3D Wavelet Representation

3D Wavelet transform is a classical algorithm widely used in medical imaging
and video compression to separate different frequency components within the
data [33, 46, 47]. Just as the 2D wavelet transform, given x ∈ R3×S×H×W , the
3D wavelet transform operates along s, h, and w direction decomposing the 3D
volume into different subbands. These subbands are factorized into low and high
subbands where the low subband express the slowly changing part of the data and
the high subband contain fine details capturing sharp edges and rapid transitions
within the data.

Video x

3D Wavelet Decomposition

xlhlxllh xlhhxlll

xhll xhlh xhhl xhhh

Fig. 2: Visualization of 3D wavelet
transform. The volume of video is decom-
posed into eight subband (xlll, . . . ,xhhh)
including low and high frequency compo-
nents.

Specifically, it can be defined as
discrete wavelet transform (DWT)
and discrete inverse wavelet transform
(IWT). In general, Haar wavelets is
commonly employed in a variety of
real-world applications due to their
simplicity. Different types of filters,
including low-pass and high-pass fil-
ters, divide the volume input x ∈
R3×S×H×W into distinct frequency
sub-bands xlll, xllh, xlhl, xlhh, xhll,
xhlh, xhhl, xhhh with a size of S/2 ×
H/2×W/2. Where the low-frequency
components provide the long-term av-
erages information, while the high-frequency components provide information
about local changes. In Fig. 2, we visualize a one level of 3D discrete wavelet
decomposition.

4 Methodology

Our hybrid video autoencoder is illustrated in Fig. 1. We first describe the overall
video encoding architecture in Sec 4.1. In the following, we present the training
objective which enforce constraints in both pixel space and the wavelet space
in Sec 4.2. Then, we formalize the diffusion-based video generation framework
in Sec 4.3. Lastly, we introduce various video applications using video diffusion
model in Sec 4.4.
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4.1 Designing Hybrid Video Autoencoder

To train a video diffusion model generating high quality results, it is necessary to
have an expressive video representation that accounts for inclusive information
of video data. To satisfy this requirement, we construct hybrid representations
by combining 2D triplane and 3D wavelet representation.

2D triplane representation. The 2D projected latent which is originated
from PVDM [53] is extracted by 3D-to-2D projections mapping at each spatio-
temporal direction to encode 3D video pixels. As shown in Sec 3.1, the 2D
image-like latent [zhwproj, z

ws
proj, z

hs
proj] can be encoded with a combination of a video

encoder [4] and a small transformer [43]. Formally, the projected latent is for-
mulated as follows:

[ushw] := T shw
video(x),

zhwproj := T s
proj(u1hw, . . . , uShw),

zws
proj := T h

proj(us1w, . . . , usH′w),

zhsproj := T w
proj(ush1, . . . , ushW′),

(1)

where T shw
video denotes a video-to-3D-latent encoder such as video transformer [4]

and Tproj = [T s
proj, T h

proj, T w
proj] denotes a small transformer [43] for projections.

While projected latent provide a global information of video with a computa-
tional efficiency, this transformer architecture projecting a triplane leads to lossy
compression due to the lack of local volume information. Moreover, the weak in-
ductive bias of the transformer leads to a slower convergence speed for the model.
To overcome these limitations, we transformed the 2D projected latent into a
3D volume and complemented it with the 3D volume representation. Converting
a 2D projected latent into a 3D volume zproj is formulated as follows:

zs
′hw
proj := [z1hwproj, . . . , z

Shw
proj],

zsh
′w

proj := [zs1wproj, . . . , z
sH′w
proj ],

zshw
′

proj := [zsh1proj, . . . , z
shW′

proj ],

zproj := [zs
′hw
proj + zsh

′w
proj + zshw

′

proj ].

(2)

3D wavelet representation. 3D CNN based volume encoder Elow, Ehigh ex-
tract local spatio-temporal features in videos. These volumetric local features are
exploited with the 2D projected latent zproj to reorganize fine-grained features.
Instead of utilizing the unprocessed RGB video frame directly in the volume en-
coder, we employ the decomposed wavelet features as input. These decomposed
wavelet features extracted from the 3D wavelet transform W provide coarse
and detailed volume coefficient suited for video encoding. Extracting 3D wavelet
latent can be formulated as follows:

Flow = Elow(xlll),

Fhigh = Ehigh(Cat(xllh, · · · ,xhhh)),

zvol = Cat(Flow,Fhigh).

(3)
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where xlll denotes decomposed low-pass subband and the others xllh, . . . , Xhhh

denotes high-pass subband. The low-pass subband and high-pass subband are
encoded to provide the coarse content and fine motion information.

Fusing 2D triplane and 3D wavelet representations. As shown in Fig. 1,
these 2D projected and 3D volume latent are integrated by cross-attention op-
eration across the temporal and spatial axis. In this way, we can reinforce the
volume-related inductive bias and rearrange fine-grained video latent for video
generation. Formally, this cross-attention process can be formulated as follows:

zi = CA(ziproj, zvol) + ziproj,

zi = FFN(zi) + zi,

z̃i = CA(zi, zvol) + zi,

zi+1 = FFN(z̃i) + z̃i,

(4)

where CA(a, b) refers to Cross-Attention, with a representing the query and
b representing the key and value. Additionally, FFN stands for FeedForward
Network. Note that the input z0proj = zproj and the final output z. Then, we re-
construct the video x̃ with video decoder D based on the refined hybrid features.

x̃ = D(z), (5)
where z ∈ RC×S×H′×W ′

.

4.2 Loss function

Our hybrid video autoencoder consists of three loss functions. In the following,
we provide a brief overview and explain the training loss functions. Our training
loss functions enable the preservation of frequency information during the video
reconstruction process. Specifically, we enforce constraints both in the pixel space
and the wavelet space.

Reconstruction loss. The reconstruction loss Lrec denotes the similarity be-
tween the original input video and output video reconstructed by a model. The
reconstruction loss term enforce the model to learn meaningful features in the
encoding phase so that it can accurately reconstruct the input data in the de-
coding phase. We employ mean absolute error for reconstruction:

Lrec = Ex∼X [∥x− x̃∥1] . (6)

Perceptual loss. The perceptual loss measures the difference between the fea-
ture map of input and a generated output in terms of perceptual similarity.
Typically, this loss entails the extraction of feature maps from a pre-trained
neural network. In contrast to reconstruction loss, which focuses solely on the
pixel-level differences between videos, perceptual loss takes into account high
level features such as textures and structures that humans perceive.

Llpips = Ex∼X [∥f(x)− f(x̃)∥1] . (7)

where f denotes the perceptual feature extractor.
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Frequency matching loss. Conventional methods typically rely on pixel-level
losses in the spatial-temporal space. Since these loss functions closely match the
original videos in pixel domain, the generated video’s quality may not be suf-
ficient potentially failing to capture the frequency information. Our frequency
matching loss is designed to facilitate the model can learn frequency features
with less optimization difficulty. This loss not only helps the model to recover
missing frequency components but also enhances the overall reconstruction qual-
ity. We define the frequency matching loss as a reconstruction term in the wavelet
domain:

Lfreq = Ex∼X [∥Wd(x)−Wd(x̃)∥1] ,d ∈ {s,h,w}. (8)

where Wd denotes three-dimensional discrete wavelet transform and d denotes
the dimensions from which the wavelet transform is performed.

Overall loss. Taking into account all the losses, the overall loss is formulated
as follows:

L = λrecLrec + λlpipsLlpips + λfreqLfreq, (9)

where λrec = λlpips = 1 and λfreq = 0.5 in our experiments.
Note that, unlike previous works [5,53] that focus on improving the temporal

dynamics of generated videos through the use of a 3D discriminator, our video
autoencoder achieves temporal realism in the reconstructed videos without the
need for adversarial training.

4.3 Diffusion Model-based Video Generator

Leveraging the hybrid latent extracted from the video autoencoder, we train a
diffusion-based video generator which learn the latent distribution p(z) through
the reverse process of the Markov Chain.

Our diffusion model consists of two processes: the forward process and the
reverse process. In forward process, the model gradually transforms the latent
z0 ∼ p(z0) toward a Gaussian distribution as formulated below:

q(zt|zt−1) = N (zt;
√

1− βtzt−1, βtI),

q(zt|z0) = N (zt;
√
ᾱtz0, (1− ᾱt)I).

(10)

where ᾱt =
∏t

i=1(1−βi) and β represents a pre-defined schedule for the variance.
In the reverse process, the model is trained to gradually denoise the latent

via the parameterized Gaussian transition.

pθ(zt−1|zt) = N (zt−1;µθ(zt, t), σ
2
t I), (11)

µθ (zt, t) =
1

√
αt

(
zt −

βt√
1− ᾱt

ϵθ (zt, t)

)
, (12)
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Fig. 3: Applications for diverse video generator by our proposed HVDM.
Our HVDM is adaptable for diverse video generation tasks depending on the type of
condition latent zc. During training process, the condition latent zc is extracted from
the video and jointly trained with the noised hybrid video latent zt. During the sampling
process, these condition latent are supported to enable various video generation tasks,
such as long video generation, image-to-video, and video dynamics control.

where ϵθ(·) is a trainable denoising diffusion model which recover a noisy sample
zt. The denoising diffusion model is trained to predict the noise with the following
simplified objective:

Lsimple(θ) := ∥ϵθ(zt, t)− ϵ∥22 , (13)

where zt =
√
ᾱtz0 +

√
1− ᾱtϵ.

To generate video samples from the latent space, we train a denoising dif-
fusion model which follow the standard 3D U-Net architecture. The 3D U-Net
architecture is composed of 3D convolution layers combined with skip connec-
tions. We employ a simplified 3D U-Net to denoise the latent z for the purpose
of verifying the effectiveness of our video autoencoder.

4.4 Applications for Diverse Video Generator

We demonstrate that our method can be extended to a variety of video ap-
plications such as long video generation, image-to-video, and video dynamics
control.

Long video generation. To facilitate long video generation, our work fol-
lows the traditional frame prediction approach [13,44,53] where previous frame
conditions are combined with future frames. Given two consecutive video clips
[xprev,xnext] of xprev,xnext ∈ R3×S×H×W , we can train the model to generate
initial clips and future clips in a unified manner. More specifically, we can gen-
erate an initial clip with a null latent and extend the video by composing the
condition with previous frame latent as follow:

zlongc =

{
E(xprev), if future clip,
0, otherwise,

(14)

where E denotes our pre-trained hybrid encoder.
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Image-to-video. Image-to-video generation aims to synthesize a coherent video
starting from an image. In general, videos are composed of a series of consec-
utive images, where the first frame serves as a representative depiction of the
overall content within the video. To facilitate the process of image-to-video gen-
eration without introducing an additional image encoder, we repeatedly stack
the first frame of the video on the temporal axis. Then, we use the latent Icontent

extracted from our video encoder as the content condition. By leveraging the la-
tent Icontent which capture the common content, we can effectively guide the
model to generate coherent video sequence as follow:

Icontent = [x1
0, . . . ,x

1
0] ∈ R3×S×H×W ,

zimg2vid
c = E(Icontent).

(15)

Video dynamics control. Empowering users to control motion intensity in
video creation provides flexibility with an improved user experience. Unfortu-
nately, it was difficult to obtain motion-related labels from existing video collec-
tions for training diffusion models. To enable the alteration of motion intensity,
we devise a method that learns motion dynamics with inter-frame variance.
Specifically, we define the level of motion alteration as the structural dissimilar-
ity between the semantic latent of the start and end frames. Since the structural
dissimilarity encompasses both semantic and motion variance, we employ it as
guiding cues to control motion without explicit motion labeled video. Formally,
our structural dissimilarity is defined as follow:

zdynamics
c = ∥zT0 − z10∥1. (16)

Inspired by the classifier-free guidance techniques, we train a single diffusion
model to jointly learn both the unconditional distribution p(x) and the condi-
tional distribution p(x2|x1). In particular, we train the conditional distribution
p(x2|x1) with condition-specific information (e.g., previous frame or content or
dynamics latent) and the unconditional distribution using a null condition (e.g.,
zc = 0). The optimized objective can be formulated as follow:

Ex0,ϵ,t

[
λ||ϵ− ϵθ(zt, zc, t)||22 + (1− λ)||ϵ− ϵθ(zt, 0, t)||22

]
, (17)

where z0 = E(x0), zt =
√
ᾱtz0 +

√
1− ᾱtϵ and λ∈ (0, 1) is a hyperparameter that

guide a model to learn an unconditional and conditional distributions.

5 Experiments

5.1 Training Details

Datasets. We conduct the experiments on three commonly-used benchmark
datasets for the video generation task: UCF-101 [38], SkyTimelapse [51], and
TaiChi [34]. UCF-101 [38] contains 13,320 videos from 101 action classes, offer-
ing a diverse range of human actions. SkyTimelapse [51] is composed of 5,000
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UCF-101 SkyTimelapse TaiChi

Method R-FVD ↓ LPIPS ↓ PSNR ↑ SSIM ↑ R-FVD ↓ LPIPS ↓ PSNR ↑ SSIM ↑ R-FVD ↓ LPIPS ↓ PSNR ↑ SSIM ↑

LVDM [13] - - - - 74.92 0.091 31.21 0.778 102.68 0.112 27.63 0.729
PVDM [53] 27.03 0.095 27.03 0.742 35.96 0.061 32.71 0.826 61.61 0.068 26.87 0.715

HVDM (ours) 5.35 0.038 34.00 0.915 20.76 0.046 35.04 0.891 21.51 0.025 33.51 0.916

Table 1: Quantitative comparison of reconstruction results on UCF-101 [38],
SkyTimelapse [51], and TaiChi datasets [34]. Our video autoencoder shows sig-
nificantly superior performance across various metrics, providing more fine-grained
comparision.

LV
D
M

PV
D
M

H
V
D
M

R
ea
l

Fig. 4: Qualitative reconstruction results on SkyTimelapse [51] dataset [34].
Our HVDM produces distinct and sharp edge details and faithfully expresses a fine
structures in a video sequence. Additional samples are included in appendix.

videos containing dynamic sky scenes. TaiChi [34] consists of full human bodies
performing Tai-Chi actions.

Training. The video autoencoder component for 2D projected latent stem from
the PVDM [53], but the other wavelet-based frequency component is added. We
train our models on 4 NVIDIA A100 GPUs for each autoencoding and diffusion
process. See Appendix A for the details.

5.2 Evaluation Details

Baseline models. We compare our HVDM with the following video generation
models: VideoGPT [52], MoCoGAN [40], MoCoGAN-HD [39], DIGAN [54],
StyleGAN-V [36], LVDM [13], and PVDM [53]. We utilize official model weights
and conduct training using the official code when the model weights are not
available.

Quantitative evaluations. To evaluate reconstruction quality, we use R-FVD [42],
LPIPS [55], PSNR [20], and SSIM [18]. Here, R-FVD denotes FVD between re-
constructed videos and the ground-truth videos. As for the evaluation of gen-
eration quality, we measure FVD [42] and KVD [41]. Considering different clip
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VideoGPT MoCoGAN + StyleGAN2 MoCoGAN-HD DIGAN StyleGAN-V LVDM† PVDM† HVDM (Ours)
Train Split

UCF101 - FVD16 2880.6 2886.8 1821.4 1729.6 1630.2 1431.0 N/A 399.4 303.1
UCF101 - FVD128 N/A 3679.0 2311.3 2606.5 2293.7 1773.4 N/A 505.0 549.7
SkyTimelapse - FVD16 222.7 206.6 85.88 164.1 83.11 79.52 318.9 63.5 42.8
SkyTimelapse - FVD128 N/A 575.9 272.8 878.1 196.7 197.0 N/A 134.7 124.9

LVDM† PVDM† HVDM (Ours)
Train Split

UCF101 - KVD16 N/A 35.5 23.6
UCF101 - KVD128 N/A 37.7 34.4
SkyTimelapse - KVD16 21.73 3.1 1.5
SkyTimelapse - KVD128 N/A 6.0 3.5

LVDM† PVDM∗ HVDM (Ours)
Train+Test Split

TaiChi - FVD16 120.9 267.0 77.0
TaiChi - FVD128 N/A 339.2 258.5
TaiChi - KVD16 14.7 66.5 11.9
TaiChi - KVD128 N/A 120.1 77.8

Table 2: Quantitative comparison of video generation models on UCF-
101 [38], SkyTimelapse [51], and TaiChi datasets [34]. We evaluate FVD and
KVD metrics (the lower values are better) and the best score are marked as bold. The
overall score of other baselines are referenced from StyleGAN-V [37]. Methods marked
with † denote the score is computed using official pretrained weights and ∗ denote
the score is reproduced using official codes. We report evaluation details and sampling
settings on Appendix B.

Fig. 5: Generated video sample by our HVDM on UCF-101 [38], SkyTime-
lapse [51], and TaiChi datasets [34].

lengths, we denote FVD16 and KVD16 scores, as well as FVD128 and KVD128

scores for video clips with a length of 16 and 128. For a fair comparison, we
follow the evaluation protocol of StyleGAN-V [37]; i.e., we use 2,048 real/fake
video clips for evaluating FVD. See Appendix B for the details.

5.3 Comparison Results

Reconstruction results. Fig. 4 and Appendix F.1 show the performance of
the reconstructed videos from our autoencoder and other diffusion-based video
generative models. Our autoencoder presents a more accurate and clear recon-
structed video compared to other baseline methods. In the Tab. 1, we demon-
strate that our autoencoder achieves superior performance in all metrics for the
three datasets.

Generation results. We perform video generation on three datasets and com-
pare the results with the other video generation methods. As shown in Fig. 5, our
method is capable of generating not only monotonic motion videos such as Sky-
Timelapse [51] and TaiChi [34] but also dynamic motion video UCF-101 [38],
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Backbone Proj. Adv. z shape dimension R-FVD ↓ LPIPS ↓ PSNR ↑ SSIM ↑

Video Transformer [4] ✓ - 4× (32× 32 + 16× 32 + 16× 32) 180.21 0.092 28.12 0.782
Video Transformer [4] ✓ ✓ 4× (32× 32 + 16× 32 + 16× 32) 27.03 0.095 27.03 0.742
3D CNN [22] - - 4× 16× 32× 32 86.73 0.057 31.76 0.852
3D CNN [22] - ✓ 4× 16× 32× 32 21.69 0.064 30.39 0.837

Ours ✓ - 4× 16× 32× 32 5.35 0.038 34.00 0.915

Table 3: Ablation study on various backbone architectures

which contain complex action categories. Note that synthesizing high quality
videos on a complex dataset like UCF-101 [38] has been a challenging problem
where existing video generation method often struggle with producing natural
motions with good quality. As shown in Tab. 2, our method achieves superior
performance in the benchmark datasets. See Appendix F for more samples.

5.4 Interpreting the frequency supervision
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Fig. 6: Visualization of our hybrid
representations.

We perform visualization to under-
stand how hybrid representation can
help autoencoder to encode the 3D
video pixels in Fig. 6. The decom-
posed 3D wavelet features is divided
into low frequency and high fre-
quency components, where each com-
ponent conduct cross-attention oper-
ation with the 2D projected latent. As
shown in Fig. 6, low frequency compo-
nent captures static and dynamic re-
gions and high frequency component
capture the sharp edges and impor-
tant details of video. To refine the am-
biguity of the 2D project latent which
contain global and abstract informa-
tion, we incorporate these latent with

frequency components. As a result, our autoencoder figures out where the objects
are located and how object’s motion occurs in the video.

5.5 Ablation study on backbone architectures

We conduct verification of performance based on the autoencoder’s backbone
architecture on UCF-101 dataset. As shown in Tab. 3, our hybrid autoencoder
demonstrates effectiveness in capturing both perceptual details and temporal
coherence in the video. We can observe that 3D CNN-based autoencoder show
better performance compared to the 2D triplane-based autoencoder since it has
more latent dimensions. Although the 2D triplane-based autoencoder effectively
compresses latent dimensions, enhancing temporal coherence necessitates adver-
sarial training with a 3D discriminator. Our hybrid autoencoder integrates the
strengths of both architectures, achieving superior performance.
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5.6 Ablation study on fusing modules

We verify several experiments to assess how the fusing module affects the per-
formance of our hybrid autoencoder on UCF-101 dataset. For feature fusion,
we adopted two different modules: 1) the concatenation module 2) the cross-
attention module. We also validated the effectiveness of wavelet decomposi-
tion by comparing the results which use raw RGB video as input. As shown
in Tab. 4, the experimental results show that the cross-attention module and
wavelet-decomposed components contribute to the improvement of reconstruc-
tion performance. We analyze that utilizing the temporal and spatial attention
module facilitate the integration of different 2D triplane and 3D wavelet repre-
sentation through the comparison of features at different spatial locations.

Fusion module R-FVD ↓ LPIPS ↓ PSNR ↑ SSIM ↑

Baseline 27.03 0.095 27.03 0.742
Baseline + RGB (Concat.) 20.37 0.063 31.02 0.831
Baseline + Low Freq. (Concat.) 34.39 0.078 30.50 0.816
Baseline + High Freq. (Concat.) 14.96 0.061 31.32 0.838
Baseline + Low & High Freq. (Concat.) 9.92 0.051 32.69 0.871

Fusion module R-FVD ↓ LPIPS ↓ PSNR ↑ SSIM ↑

Baseline + RGB (Cross-attn.) 6.32 0.038 33.79 0.908
Baseline + Low Freq. (Cross-attn.) 6.87 0.040 33.69 0.909
Baseline + High Freq. (Cross-attn.) 6.97 0.047 33.20 0.899

Ours 5.35 0.037 34.00 0.915

Table 4: Ablation study on feature fusing module.

5.7 Ablation study on frequency matching loss

We validate the effectiveness of frequency matching loss (FML) on UCF-101
dataset in Tab. 5. The result shows that utilizing the FML term leads to a
remarkable reduction in the FVD score by approximately 2.73 points demon-
strating its effectiveness in enhancing the temporal coherency. Furthermore,
evaluation metrics related to perceptual details also improved to 0.003 points
for LPIPS, 0.33 points for PSNR, and 0.023 points for SSIM respectively. Based
on these results, the FML verifies that aligning frequency components allow the
HVDM to enhance temporal changes and perceptual quality of generated videos.

Method R-FVD ↓ LPIPS ↓ PSNR ↑ SSIM ↑

HVDM (w/o FML) 8.08 0.041 33.67 0.892
HVDM (w/ FML) 5.35 0.038 34.00 0.915

Table 5: Ablation study on frequency matching loss.

6 Conclusion

We proposed a novel hybrid video autoencoder for video generation using diffu-
sion model, dubbed HVDM. We investigated the effectiveness of our hybrid ar-
chitecture that combines 2D projected and 3D volume representation, leveraging
the strengths of frequency matching loss. By incorporating these representations
with spatio-temporal cross-attention, HVDM generates high-quality videos with
improved realism. Our extensive experiments on benchmark datasets demon-
strated the superior performance, compared to the other baseline methods.
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