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Abstract. Understanding and modeling the popularity of User Gener-
ated Content (UGC) short videos on social media platforms presents a
critical challenge with broad implications for content creators and recom-
mendation systems. This study delves deep into the intricacies of predict-
ing engagement for newly published videos with limited user interactions.
Surprisingly, our findings reveal that Mean Opinion Scores from previous
video quality assessment datasets do not strongly correlate with video
engagement levels. To address this, we introduce a substantial dataset
comprising 90,000 real-world UGC short videos from Snapchat. Rather
than relying on view count, average watch time, or rate of likes, we pro-
pose two metrics: normalized average watch percentage (NAWP) and
engagement continuation rate (ECR) to describe the engagement levels
of short videos. Comprehensive multi-modal features, including visual
content, background music, and text data, are investigated to enhance
engagement prediction. With the proposed dataset and two key metrics,
our method demonstrates its ability to predict engagements of short
videos purely from video content.
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1 Introduction

With the rapid advancement of social media, an increasing number of content
creators post short videos to document and share their daily lives on stream-
ing media platforms such as TikTok, Instagram Reels, Youtube Shorts, and
Snapchat Spotlight. Simultaneously, a substantial portion of users spend a sig-
nificant amount of time in consuming short videos across these platforms.

Social media platforms receive a constant stream of newly published short
videos. Therefore, it is important to determine to what extent each video should
be recommended to users. Recommending high-quality User Generated Content
(UGC) videos enhances viewer engagement and consequently encourages con-
tent creators, especially novice creators. The effective dissemination of newly
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Method Trained Correlation of different durations
Dataset [19, 21) [29, 31) [39, 41) [49, 51)

UVQ [40] UGC [40] 0.084 0.156 0.290 0.289
DOVER [43] LSVQ [49] 0.073 0.148 0.305 0.286

Table 1: Correlation between the predicted mean opinion score (MOS) scores and
average watch time. The correlations are separately calculated for videos from 4 disjoint
ranges of durations. “[19, 21)” refers to the videos of durations in the range of 19s to
21s, and similarly for “[29, 31)”, “[39, 41)”, and “[49, 51)”. Small ranges are chosen to
minimize the variation within each group.

published videos remains a core goal of social media platforms. However, ow-
ing to their limited user reactions, accurate recommendation of such cold-start
items is usually a challenge. Typically, platforms would present each new video
to a restricted number of users, e.g . one hundred. The latent popularity of each
video is estimated based on the engagement metrics such as watch times from
these initial users, serving as a basis for further recommendations. The cold
start problem [19,27,39,53] arises from the sampling bias in such limited initial
interactions, resulting in noisy and inaccurate predictions of recommendation ex-
tents. This creates a negative feedback loop within the ecosystem, hindering the
recommendation of high-quality videos to users. Content creators may also face
delays in gauging their videos’ popularity, slowing their adjustments based on
viewer feedback and thus discouraging them from posting more quality content.

Previous video quality assessment (VQA) datasets [13, 34, 40, 48, 49] rely on
subjective scores from relatively small groups of annotators (e.g . 40). These sub-
jective scores often exhibit biases due to raters’ diverse preferences and limited
participation, which may not faithfully reflect a video’s popularity among its
true audience, gauged via metrics like average watch times. Our experiments in
Table 1 reveal that VQA models [40, 43, 49] trained on these existing datasets
yield very poor correlation with the popularity of short videos. While these VQA
methods mainly focus on video visuals, short video engagement can be influenced
by other factors like background music, content category, title, etc. Existing en-
gagement prediction datasets such as Wu et al . [3,44] focus on limited categories
of longer videos, which is not suitable for studying the engagement of short-form
videos across diverse categories. Moreover, certain prerequisites [44] for historical
creator information limits their applicability to videos from new creators.

To overcome the issues encountered in previous VQA datasets, we collect a
large-scale UGC short video dataset named SnapUGC, which comprises publicly
accessible short videos from Snapchat Spotlight. To mitigate potential biases
arising from limited number of annotators, we propose to leverage engagement
data from real users. For quantifying engagement levels of short videos, we pro-
pose to employ two key metrics: normalized average watch percentage (NAWP)
and engagement continuation rate (ECR). NAWP provides an indication of the
overall engagement level for videos with different durations. Meanwhile, ECR
represents the probability of watch time exceeding 5 seconds, which assesses
whether the video’s outset is captivating enough to retain viewers’ interest in
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continuing to watch. It is worth noting that the two metrics are derived through
aggregation from more than 2000 viewers and the dataset does not contain in-
dividual viewers’ history or personal information, ensuring user privacy.

To predict engagement levels with limited user interactions, we formulate
the challenge as extracting engagement solely from video content, independent of
user, creator, or contextual cues. To enhance the modeling of engagement in short
videos, we move beyond previous visual features [11,40,49,52,52]. Our methodol-
ogy incorporates comprehensive multi-modal features such as video captioning,
sound classification, titles, descriptions, and more to model the engagement lev-
els of short videos. The seamless integration of these multi-modal features is
achieved through the adoption of a cross-modal attention mechanism, enabling
the harmonious fusion of visual and language-based attributes. In contrast to
previous Video Quality Assessment (VQA) methods, our approach capitalizes
on the incorporation of these comprehensive multi-modal features, resulting in
superior performance in the engagement prediction for short videos.

The contributions of this study include: 1) We introduce a large-scale dataset
to facilitate research in predicting engagement for real UGC short videos. 2) We
employ two novel metrics, normalized average watch percentage and engage-
ment continuation rate, to characterize engagement levels of short videos. 3) We
investigate a diverse set of multi-modal features to strengthen the capacity of
engagement prediction. 4) Using the proposed dataset and engagement metrics,
our method demonstrates the ability to estimate short videos engagement in a
cold start setup, highlighting its significance in the field.

2 Related Works

Video quality assessment methods Classical VQA methods [18, 21, 25, 32,
36, 37] utilize handcrafted features to evaluate video quality. Given the sub-
jectivity and complexity of video quality, handcrafted features fall short in
capturing the nuances of video quality assessment. Most previous deep VQA
methods [4, 5, 9, 20, 23, 40, 49, 52] follow a two-step process: they begin by ex-
tracting deep features and subsequently train a temporal regression network
using these fixed features. These deep features involves per-frame semantic fea-
tures [40,49,52] from image classification networks [12,35] trained on ImageNet-
1k [7], per-frame low-level distortion features [40] from low-level distortion recog-
nition networks, and multi-frame semantic features [52] from action recognition
networks [11] trained on Kinetics-400 [15]. Gated Recurrent unit (GRU) [6],
InceptionTime [14] and simple average operations [52] are utilized for tempo-
ral regression of Mean Opinion Scores (MOS). Recent approaches [41–43] have
emerged that opt for an end-to-end methodology, jointly optimizing feature ex-
traction and final regression. However, these aforementioned VQA methods focus
on exploring visual features while disregarding the potential contributions of ad-
ditional information provided by content creators, such as background sound,
title, descriptions, etc. The underexplored domain of vision-language correspon-
dence [30,51] in video quality assessment becomes apparent.
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