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Abstract. Recent advancements in graph-based approaches for mul-
tiplexed immunofluorescence (mIF) images have significantly propelled
the field forward, offering deeper insights into patient-level phenotyp-
ing. However, current graph-based methodologies encounter two pri-
mary challenges: ① Cellular Heterogeneity, where existing approaches
fail to adequately address the inductive biases inherent in graphs, par-
ticularly the homophily characteristic observed in cellular connectivity;
and ② Scalability, where handling cellular graphs from high-dimensional
images faces difficulties in managing a high number of cells. To overcome
these limitations, we introduce Mew, a novel framework designed to effi-
ciently process mIF images through the lens of multiplex network. Mew in-
novatively constructs a multiplex network comprising two distinct layers:
a Voronoi network for geometric information and a Cell-type network for
capturing cell-wise homogeneity. This framework equips a scalable and
efficient Graph Neural Network (GNN), capable of processing the en-
tire graph during training. Furthermore, Mew integrates an interpretable
attention module that autonomously identifies relevant layers for image
classification. Extensive experiments on a real-world patient dataset from
various institutions highlight Mew’s remarkable efficacy and efficiency,
marking a significant advancement in mIF image analysis. The source
code of Mew can be found here: https://github.com/UNITES-Lab/Mew
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1 Introduction

Multiplexed immunofluorescence (mIF) imaging is a pivotal technique for the
simultaneous detection and visualization of multiple protein targets within a
single tissue sample. Utilizing antibodies labeled with diverse fluorescent dyes,
mIF enables the identification and quantification of numerous biomarkers at the
cellular level. This method offers a comprehensive view of the cellular composi-
tion and spatial interplay within tissue microenvironments, proving invaluable
in oncology, immunology, and pathology [9, 11,30,31,52], as shown in Figure 1.
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Fig. 2: Distribution of mIF image is examined through (a) Cellular Heterogeneity:
Homophily Ratio and (b) Scalability: number of cells with (c) case study of mIF cellu-
lar graphs in the UPMC dataset. Homophily Ratio: #of edges connecting same cell-type nodes

#of total edges .
Distributions on other datasets are provided in Appendix A.

Fig. 1: mIF image.

Recently, the adoption of graph-based ML in the analysis of
mIF images, has shown promising results. This approach ef-
fectively incorporates geometric data about cellular composi-
tion in tissue samples. A notable example is SPACE-GM [57],
which generates graphs from CODEX using Voronoi dia-
grams derived from Delaunay triangulation. By treating tu-
mor microenvironments as localized subgraphs, SPACE-GM employs GNNs [58]
to capture complex cellular interactions, thereby enabling the prediction of dif-
ferential clinical outcomes. While leveraging GNNs to capture local semantics
appears rational, two significant foundational bottlenecks remain:
① Cellular Heterogeneity. When leveraging GNNs, it is crucial to consider
the fundamental inductive bias of GNNs, namely, the homophily assumption:
the birds of a feature flock together [21, 26, 34, 56]. This assumption posits that
neighboring nodes typically belong to the same class, thereby possessing similar
representation with their neighbors. However, as depicted in Figure 2 (a), we ob-
serve that the homophily ratio of mIF cellular graphs predominantly ranges be-
tween 0.25 and 0.30. This scenario in the mIF domain starkly contrasts with the
typical inductive bias of GNNs, where the homophily ratio often surpasses 0.7, as
seen in citation networks [29,45]. Analyzing graphs in such a heterogeneous en-
vironment, i.e., accurately phenotyping patients, presents significant challenges.
For instance, Figure 2 (c) reveals the existence of diverse heterogeneous con-
nections, such as those between ‘Macrophage’ cells and tumor-related cells or
CD T immune cells. Focusing solely on local heterogeneous connections might
obscure the accurate determination of ‘Macrophage’ cells’ role, particularly rele-
vant to patient-level phenotyping. As a remedy, highlighting the self-connections
of ‘Macrophage’ cells in a broader context is essential. By achieving a homophily
ratio of 1.0, this approach provides essential insights for effectively managing cel-
lular heterogeneity, offering a strategic advantage in navigating and addressing
the complexities of the tumor environment and patient-level phenotyping. Bio-
logically, supported by literature [41,49], analyzing interactions with neighboring
cells of similar roles throughout the entire image discloses whether macrophages
mainly exhibit tumor-suppressive or tumor-promoting behaviors. In conclusion,
our findings underscore the importance of integrating self-connections among
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identical cell-types across the entire image to fully leverage the GNN framework
in mIF image analysis, thus highlighting GNNs’ core inductive bias.
② Scalability. Moreover, a significant challenge in mIF analysis is scalability,
particularly in handling the vast volume of image data encompassing a high
number of cells. As depicted in Figure 2 (b) and (c), transforming each image
into a graph at the cellular level results in high complexity due to a large num-
ber of nodes, setting the mIF image domain apart from standard graph-based
ML tasks, which typically focus on analyzing a single graph. To tackle this is-
sue, SPACE-GM introduces a 3-hop neighbor sampling strategy. However, this
approach, by relying on a localized subset of nodes, limits the model’s capacity
to grasp global information—vital for patient-level phenotyping—and restricts
GNN’s parameter updates to a limited scope. Moreover, the feasibility of storing
3-hop neighbor graph data in chunks within computational resources for training
efficiency poses practical concerns, especially in clinical settings where memory
resources are limited and prompt predictions are essential for patient care. This
scenario underscores the necessity for developing a method capable of handling
large graph sizes in a scalable and resource-efficient manner.

Our apporach. Building upon these motivations (①+②), we introduce a novel
framework for mIF image analysis via multiplex network, called Mew7. The core
idea of Mew is to tackle both the geometric information and cell-type hetero-
geneity in mIF images by employing an efficient multiplex network framework
for enhanced analysis. For each mIF image, we create a Voronoi network based
on cell coordinates and simultaneously establish a cell-type network, connect-
ing nodes of identical cell types. This dual-network setup is then processed by
a scalable Graph Neural Network, which employs a precomputing technique
for message-passing operations, thus boosting scalability and efficiency during
training. Moreover, Mew equips the Voronoi-Cell-type Attention module, which
skillfully determines the relevance of each network layer in concluding the pa-
tient’s phenotype. Extensive testing on real-world patient datasets from three
distinct institutions has thoroughly validated the efficacy and efficiency of Mew.
Our three principal contributions are summarized as follows:

⋆ We pioneer the exploration of homophily characteristics of cell types in mIF
image analysis within a multiplex network framework, marking the first ap-
plication of a multiplex network’s in the mIF image domain to our knowledge.

⋆ Mew introduces a scalable Graph Neural Network architecture featuring a
novel stochastic edge sampling technique that eliminates the necessity of sav-
ing data chunks, thereby efficiently utilizing the entire graph during training
for improved efficiency and scalability.

⋆ Our comprehensive experimental evaluations on real-world mIF datasets (in-
cluding datasets from UPMC, Stanford, and DFCI) consistently affirm the
robustness and superior performance of Mew.

7 The terms ’multiplexed’ and ’multiplex’ are used distinctly in this paper: ’multi-
plexed’ refers to image data, while ’multiplex’ refers to a network type. Despite this
distinction, both terms derive from a root meaning ’multi-layered’.
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2 Related Works

Multiplexed Immunofluorescence Image Analysis. Multiplexed immunofluores-
cence (mIF) imaging is a sophisticated technique that allows for the simultane-
ous detection and quantification of multiple biomarkers within a single tissue
section, providing a comprehensive view of the cellular and molecular land-
scapes. The field of mIF image analysis has witnessed considerable evolution,
transitioning from early methods employing traditional image processing tech-
niques [10, 15, 19, 22, 23, 30, 46, 51, 52] to the latest advancements that integrate
spatial information with deep learning [1, 11, 16, 24, 32, 33, 43, 44, 48, 53–55, 59].
Initially, mIF approaches predominantly relied on spectral unmixing and manual
annotation for identifying and quantifying cellular markers. Introducing convolu-
tional neural networks (CNNs) marked a significant leap forward, enhancing cell
classification, feature extraction, and biomarker detection. Notably, the adop-
tion of deep learning architectures like U-Net [44] and 3D U-Net [7] for dense
volumetric segmentation has set new benchmarks in the field. Moreover, the
application of GANs for data augmentation [13,17,36,37,42,47] and the innova-
tive use of transformers [55] for capturing long-range dependencies within images
have further enriched the analytical capabilities in mIF analysis. Recent research
frontiers have moved towards incorporating spatial information, with innovations
like SPACE-GM [57] exemplifying this trend. SPACE-GM, leveraging spatial cel-
lular graphs, employs graph-based ML models to elucidate intricate spatial cell
interactions, thereby enriching our understanding of the tissue microenviron-
ment. Despite these advancements, optimally addressing cellular heterogeneity
in the context of graph-based ML remains a critical challenge to be addressed.

Graph Neural Networks. Graph-based ML has seen a surge of innovation with
the development of various models, each marking a milestone in the field. Graph
Convolutional Network (GCN) [26] played a crucial role in popularizing Graph
Neural Networks (GNNs) by adapting convolutional principles to graphs. Build-
ing upon this, the Graph Attention Network (GAT) [4,56] introduced attention
mechanisms, enabling refined weighting of node interactions. GraphSAGE [21]
furthered this progression by facilitating inductive learning via a novel neighbor-
hood sampling and aggregation approach. Addressing scalability, the Scalable
Inception Graph Neural Networks (SIGN) [12] streamlined the application to
larger graphs through precomputed neighborhood information. ClusterGCN [6]
tackled large-scale graph learning by employing graph clustering techniques. In
the realm of heterogeneous graphs, Deep Multiplex Graph Infomax (DMGI) [38]
leveraged unsupervised learning across varied node and edge types. More re-
cently, High-order Deep Multiplex Infomax (HDMI) [25] has innovatively in-
corporated high-order mutual information for self-supervised node embedding.
Collectively, these models have significantly advanced graph-based ML, address-
ing challenges like scalability, heterogeneity, and unsupervised learning. Despite
these advancements, their application to extensive spatial image datasets, such as
mIF data, remains underexplored, particularly in terms of cellular heterogeneity
and scalability.
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Fig. 3: Overall framework of Mew. Given mIF images, it employs Delaunay triangula-
tion and cell segmentation, leading to the formation of a multiplex network composed of
two distinct networks: a Voronoi network and a Cell-type network. Here, two networks
share common nodes but have distinctive edge connections. These networks are then
analyzed using scalable GNNs equipped with precomputing capabilities and stochastic
edge sampling techniques. This analysis is further enhanced by the Voronoi-Cell-type
Attention, a mechanism designed for evaluating the significance of each layer. Ulti-
mately, it predicts the patient’s phenotype via the phenotype prediction head.

3 Methodology

In this section, we present Mew, a novel algorithm tailored for mIF image analysis
through a multiplex network approach, utilizing Voronoi and Cell-type networks.
Initially, for a given mIF image, preprocessing steps like Delaunay triangulation
and cell segmentation are executed to derive two distinct networks based on
different edge types to generate a multiplex network (Sec 3.1). Keeping the
multiplex network concept central, we apply scalable Graph Neural Networks for
efficient training in a whole graph perspective with a stochastic edge sampling
technique (Sec 3.2). This is followed by the Voronoi-Cell-type Attention, which
seamlessly integrates the information of each network (Sec 3.3), culminating
in the prediction of the patient’s phenotype. Figure 3 illustrates an overview
of Mew and the comprehensive training algorithm is provided at Appendix B.

Task - Patient-level Phenotyping: Binary Classification and Hazard Modeling.
For each image I in a set of patient samples with a total number of IN , we
transform these images into a series of graphs G1,G2, . . . ,GIN . Each graph, Gi,
for all i ≤ IN , consists of a set of nodes and edges that represent sample i and
its associated phenotypes Yi. These phenotypes are categorized into two groups:
Binary Classification and Hazard Modeling. For each phenotype prediction task,
a multi-task learning approach is adopted, which integrates the losses from each
task, such as the primary outcome or recurrence in the case of binary classifi-
cation. Reformulated as a graph classification task within a supervised learning
framework, the primary objective of Mew is to develop a scalable, efficient graph
model that can accurately predict the phenotype of a given sample.
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3.1 Multiplex Network Generation

This section outlines the process of generating a multiplex network from spatial
cellular graphs, incorporating two distinct relational types. Initially, with each
sample provided as an image, constructing a graph structure becomes imperative
to harness the geometry information. This involves leveraging a message-passing
scheme with connected neighbors. To extract geometric data like cell coordi-
nates, we utilize the preprocessing approach of SPACE-GM [57]. Here, cell nu-
clei, identified using the DeepCell neural-network segmentation tool [18], are
processed with segmentation masks to yield 2D cellular coordinates represented
as discrete points in Euclidean space. Subsequently, to delineate neighborhood
relations, Delaunay triangulation was applied to these cellular centroids. This
results in Voronoi diagrams linked via circumcircle centers. Each image is thus
transformed into a graph where nodes represent cellular centroids and edges de-
note connections between neighboring Voronoi polygons. Formally, this graph is
represented as follows:

GI = (VI , EI),∀I ∈ {1, . . . , IN} (1)

where GI represents the Voronoi graph of image sample I, comprising a set of
cellular nodes VI and their connecting edges EI .

Concurrently, individual cell biomarkers identified by CODEX are processed
through principal component analysis (PCA) and Louvain graph clustering [2],
yielding cell-type annotations for each cell. Diverging from existing approaches
that use cell-type as a mere feature within a concatenated matrix, we adopt an
orthogonal strategy. We argue that cell-type information can provide distinctive
direction besides the geometry information, which contains shared expressions
of biomarkers, and overall cell-type populations can play a crucial role in graph
classification tasks like predicting primary outcomes or HPV infection. This ap-
proach addresses the cellular heterogeneity observed in Figure 2 (a) through
message-passing exclusively among nodes sharing the same cell-type. Formally,
for a set of cell-types CI in image I, they are depicted as follows:

G′I = (V ′I , E ′I), ∀I ∈ {1, . . . , IN}

where E ′I = {(V ′I
i ,V ′I

j ) | CI
i = CI

j ,∀i, j ∈ {1, ..., |V ′I |}, i ̸= j}
(2)

where G′I represents the additional graph composed of nodes V ′I and edges E ′I

that connect nodes sharing the same cell-type. It’s crucial to note that, since
the nodes (i.e., cell nuclei) originate from the same image I, the node sets are
identical (VI = V ′I), as depicted in Figure 3. However, the relationship type
varies (EI ̸= E ′I). Incorporating this cell-type network results in a multiplex
(multi-layered) network as follows:

G̃I = (GI ,G′I) (3)

where G̃I denotes a multiplex network comprising the Voronoi network GI , which
captures local geometric information, and the cell-type network G′I , responsible
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for representing cell type composition across the entire image. The incorporation
of the cell-type layer is expected to enhance the representation of cells sharing
the same cell type, thereby optimizing the message-passing scheme from a global
perspective. This approach aligns with the fundamental inductive bias of GNNs,
specifically the homophily assumption, by ensuring that cells of similar types are
more effectively connected and represented within the network.

3.2 Scalable Graph Neural Network
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Fig. 4: Illustration of Precom-
puting and Training proce-
dure. Once the orange colored
components, XI , AI

(1)X
1, · · · ,

AI
(K)X

I are precomputed, they
are utilized throughout the
training and inference phases.

Now, given a multiplex network, the challenge
lies in efficiently handling the graph input to de-
rive node embeddings rich in information rele-
vant to phenotype prediction. Direct application
of Graph Neural Networks (GNN) [8, 26, 56] to
the dataset is hindered by scalability challenges,
as detailed in Figure 2 (b). The number of cells
per sample in the dataset varies widely, from
837 to 19,611, with an average of 6,691 cells,
culminating in a total of 2,061,066 cells. This
presents a significant challenge compared to cur-
rent Graph Neural Networks, typically bench-
marked on datasets [45,50] with a single graph of
2,000-19,000 nodes. To address such scalability
issues, inspired by the efficient precomputation
and fast training and inference of SIGN [12], we
apply a similar precomputing strategy first to the Voronoi network (GI), which
can be described as follows:

HI = σ([XIW(0),A
I
(1)X

IW(1), . . . ,A
I
(K)X

IW(K)])

Z = ξ(HIWz)
(4)

where HI ∈ R|VI |×D(K+1) is a concatenated embedding matrix for |VI | nodes
in image I, encompassing the original matrix and K-hop elements, each trans-
formed into a hidden dimension D. AI

(k) ∈ R|VI |×|VI |, ∀k ≤ K represents the
symmetrically normalized adjacency matrix (D−1/2ÂID−1/2, with self-loops
added, Â, and its corresponding degree matrix D) after k iterations of multipli-
cation, capturing up to k-hop neighbor cells in image I. W(k) ∈ RF×D is a weight
matrix transforming the original feature space F into the embedding space D
for each k. The concatenated output, comprising message-aggregated (AX) ma-
trices and parameters, now generates the embedding matrix8, Z ∈ R|VI |×D, pro-
cessed by the final weight matrix Wz ∈ RD(K+1)×D with nonlinearities σ and
ξ. Notably, these elements XI , AI

(1)X
1, AI

(k)X
I can be efficiently precomputed

8 We use an output embedding matrix instead of a predicted class matrix to align
with the subsequent attention module, leveraging the embedding representation.
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and obtained via techniques like Apache Spark [35] or sparse matrix multipli-
cation [40] before entering training, as they do not depend on learnable model
parameters and remain static during training. This approach significantly en-
hances our algorithm’s efficiency, which will be discussed later in Sec 4.3. By
performing just K matrix multiplications per image, we efficiently generate the
requisite input for the feedforward network, circumventing the need for repetitive
multiplications with the adjacency matrix. This efficient method substantially
conserves computational resources and reduces processing time. In contrast, con-
ventional GNNs necessitate recalculating the message-aggregation process AX
in every iteration, incorporating nonlinear transformations through continually
updated learnable weight matrices. A visual depiction of this procedure is pro-
vided in Figure 4, illustrating the streamlined computational flow.

Discussion on Message-Aggregation in the Cell-type Network. Recall that we are
working with a multiplex network (G̃), where the cell-type network (G′

) plays a
pivotal role alongside the Voronoi network (G). One might consider employing
scalable GNNs as discussed in Equation 4. However, since all nodes of the same
cell type are directly connected in G′

, each node accesses its neighbors in just 1-
hop, as shown in Figure 3 (refer to the Cell-type network). Although effective for
aggregating information from the same cell-type nodes, this 1-hop approach does
not incorporate new information beyond the 2-hop range, limiting the message-
passing scheme’s generalizability, particularly in distinguishing between short-
range and long-range connections.

To address this and enhance generalizability, we introduce a new Stochastic
Edge Sampling technique that samples edge indices based on their distance. A
simple method is to introduce an edge-deleting hyperparameter and delete edges
(E ′

) in the cell-type network. However, selecting a fixed hyperparameter could
disrupt meaningful connections by not adequately considering the semantics of
neighboring and distant relationships. Our method capitalizes on the normalized
distances between cellular centroids derived from Voronoi polygons. Contrary to
SPACE-GM, which considers edges shorter than 20 µm as neighboring and de-
signs separate embeddings based on edge length, we directly use distance as a
probability for edge sampling. These distances, normalized between 0 and 1, role
as the main resource for our stochastic edge sampling strategy. We construct a
distance pair matrix, PI ∈ R|VI |×|VI |, and its complement, P̂I = 1 − PI , ad-
hering to the principle that closer nodes are more influential [34]. Biologically,
the importance of proximity among identical cell types is underscored by stud-
ies [14, 20] indicating that neighboring cells of the same type often form local
clusters or specialized microenvironments. In essence, our stochastic edge sam-
pling method aims to differentiate the influence of neighboring versus distant
nodes, thereby enriching the model’s ability to capture biologically significant
interactions. This approach can be formally expressed as follows:

A′I
ij =

{
1 if Bernoulli(P̂I

ij) = 1

0 Otherwise
(5)
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where A′I represents the newly sampled adjacency matrix for the cell-type net-
work. This operation is conducted for each hop (k), utilizing the sampled ad-
jacency matrix as the basis for message-aggregation in the cell-type network,
which follows as below:

H′I = σ([XIW′
(0),A

′I
(1)X

IW′
(1), . . . ,A

′I
(K)X

IW′
(K)])

Z′ = ξ(H′IW′
z)

(6)

where H′I represents the concatenated embedding matrix of precomputed inputs
and their subsequent feedforward transformation. Here, W′

(k) ∈ RF×D is a
weight matrix9 for cell-type network transforming the original feature space F
into the embedding space D for each k. The matrix Z′ is the embedding matrix
for the cell-type network, incorporating readily precomputed elements such as
XI , A′I

(1)X
1, and A′I

(k)X
I . This procedure mirrors the approach adopted in the

Voronoi network, with the notable distinction that the stochastic edge sampling
technique (yielding A′I) is specifically applied to the cell-type network.

3.3 Voronoi-Cell-type Attention

Equipped with two embedding matrices, Z and Z′, derived from the Voronoi
network and the Cell-type network respectively, we now apply Voronoi-Cell-type
Attention. This mechanism is designed to autonomously discern the significance
of each network’s contribution towards relevant downstream tasks, such as binary
classification or hazard modeling. Focusing on a specific cell’s embedding vector,
ℓ, in image I, the attention mechanism operates as follows:

z̃Iℓ = αℓ,Voronoiz
I
ℓ + αℓ,Cell-typez

′I
ℓ (7)

where z̃Iℓ ∈ RD is the resulting embedding vector that encapsulates the signifi-
cance of each network. Here, attention coefficients are calculated as αℓ,Voronoi =

exp(â)

exp(â)+exp(â′)
and αℓ,Cell-type =

exp(â′)

exp(â)+exp(â′)
, where â = LeakyReLU(a⊤zIℓ ) and

â′ = LeakyReLU(a⊤z′
I
ℓ ) indicate attention scores, derived using a learnable vec-

tor a ∈ RD and LeakyReLU activation with a negative slope of 0.3. This method
discerns the relative importance of the Voronoi (emphasizing coordinate infor-
mation of neighboring cells or localized tumor microenvironments) and cell-type
networks (highlighting specific cell-type populations and related information)
for predictions. For binary classification task, the final training loss for Mew inte-
grates both networks’ knowledge, calculated via Lce =

∑
l∈Itr

CE(Pool(Pl),Y l),
where CE(·, ·) represents cross-entropy loss between the pooled predictions P ∈
R|Vl|×C and their labels. A 3-layer MLP serves as the prediction head, map-
ping embeddings to class predictions, with dimensions reflecting nodes |V l| and
classes C. For the hazard modeling task, Cox partial likelihood substitutes the
cross-entropy loss to refine the Stochastic Gradient Descent loss calculation [28].
9 Given the multiplex network nature, the weight matrix can either be shared with the

Voronoi network (W′
(i) = W(i)) or kept separate (W′

(i) ̸= W(i)). For flexibility, we
treat the use of a shared weight matrix as a hyperparameter.
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4 Experiments

Experimental Settings. Given that the mIF image benchmark dataset is
not widely publicized, we chose to utilize the most recently available datasets
from primary human cancer resections, following the precedent set by SPACE-
GM [57]. The data originates from three distinct institutions: the University of
Pittsburgh Medical Center (UPMC), Stanford University (Stanford), and the
Dana-Farber Cancer Institute (DFCI). This compilation includes three different
40-plex CODEX datasets, totaling 658 sample images. These samples encompass
139 patients diagnosed with head-and-neck cancer (HNC) and 110 patients with
colorectal cancer (CRC), resulting in the datasets being categorized as UPMC-
HNC, Stanford-CRC, and DFCI-HNC. In the UPMC-HNC dataset, we split the
7 coverslips into 4 for training, 1 for validation, and 2 for testing, and perform
binary classification and hazard modeling tasks for patient-level phenotyping.
For the Stanford-CRC dataset, given 4 coverslips, we allocate 2 for training, 1
for validation, and 1 for testing, proceeding with the same tasks. To ensure robust
predictions, we randomly generated 3 folds for both UPMC-HNC and Stanford-
CRC, each with different training, validation, and test coverslips. In the DFCI-
HNC dataset, we perform a generalization task using all UPMC-HNC samples
for training and evaluate on unseen DFCI-HNC images. We used biomarker
expression and cell size as features for both the Voronoi and cell-type networks,
while cell type information was used to build the cell-type network. To ensure
a fair comparison, we incorporated cell type information as additional features
in other baselines. For more detailed experimental settings, including evaluation
metrics, baselines, and implementation details, please refer to Appendix C.

4.1 Patient-level Phenotype Prediction

In Tables 1 and 2, we showcase the performance results of phenotype prediction
across the UPMC-HNC, Stanford-CNC, and DFCI-HNC datasets. Our observa-
tions highlight: (1) Above all, compared to all the baselines with each specific
downstream task, Mew consistently outperforms in both Binary Classification and
Hazard Modeling, with notable improvements of 21.14% and 8.93% in Average
(BC) compared to the most recent SPACE-GM model and the top-performing
GCN model in Table 2. (2) Notably, Mew also excels in the Generalization task,
with improvements of 8.47% over the most recent and top-performing SPACE-
GM model. This success is attributed to our unique multiplex network approach,
particularly the effective use of a cell-type network in the Generalization task.
This network leverages the commonality of cell compositions across domains in
mIF images (e.g., B cells and tumor cells), thereby establishing the uniqueness
of our work. (3) While multiplex network models like HDMI show potential in
the Recurrence task in Binary Classification (see Table 1) due to their incor-
poration of high-order mutual information, the lack of a cell-type network pre-
vents the multiplex network framework from fully benefiting, especially in the
mIF image domain. (4) GNNs that manage heterophilous environments, such as
FAGCN, encounter difficulties in analyzing mIF images. This underscores that
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Table 1: Average performance on test folds for patient-level phenotype prediction
using the UPMC-HNC dataset for Binary Classification and Hazard Modeling, and the
DFCI-HNC dataset for Generalization. For the Generalization, the model is trained on
UPMC-HNC dataset and evaluated on DFCI-HNC dataset. AUC-ROC is applied for
Binary Classification and Generalization, while c-index is utilized for Hazard Modeling.

Binary Classification (BC) Hazard Modeling Generalization

Primary Outcome Recurrence HPV infection Average (BC) Survival Length Primary Outcome

GCN [26] 0.687±0.052 0.751±0.035 0.748±0.064 0.729 0.693±0.045 0.480
GAT [56] 0.690±0.072 0.745±0.009 0.761±0.072 0.732 0.705±0.066 0.531
GraphSAGE [21] 0.708±0.063 0.743±0.034 0.767±0.085 0.739 0.708±0.061 0.430
SIGN [12] 0.715±0.030 0.729±0.030 0.808±0.035 0.751 0.701±0.040 0.467
ClusterGCN [6] 0.714±0.042 0.678±0.044 0.800±0.023 0.731 0.707±0.016 0.676
FAGCN [3] 0.712±0.024 0.785±0.054 0.773±0.031 0.757 0.562±0.056 0.524
HDMI [25] 0.705±0.050 0.807±0.055 0.797±0.062 0.770 0.702±0.041 0.585
SPACE-GM [57] 0.716±0.059 0.767±0.036 0.778±0.052 0.754 0.600±0.129 0.685

Mew 0.737±0.060 0.832±0.065 0.813±0.067 0.794 0.728±0.044 0.743

Table 2: Average performance on test folds for patient-level phenotype prediction using
the Stanford-CNC dataset for Binary Classification and Hazard Modeling. AUC-ROC
is applied for Binary Classification, while the c-index is utilized for Hazard Modeling.

Binary Classification (BC) Hazard Modeling (HM)

Primary Outcome Recurrence Average (BC) Survival Length Recurrence Interval Average (HM)

GCN [26] 0.579±0.036 0.630±0.098 0.605 0.571±0.079 0.568±0.087 0.570
GAT [56] 0.539±0.022 0.524±0.043 0.532 0.603±0.012 0.567±0.037 0.585
GraphSAGE [21] 0.540±0.110 0.572±0.093 0.556 0.578±0.068 0.507±0.055 0.543
SIGN [12] 0.522±0.008 0.466±0.076 0.494 0.541±0.096 0.553±0.082 0.547
ClusterGCN [6] 0.545±0.059 0.531±0.060 0.538 0.473±0.136 0.484±0.047 0.479
FAGCN [3] 0.584±0.092 0.498±0.081 0.541 0.567±0.037 0.502±0.021 0.535
HDMI [25] 0.499±0.026 0.483±0.028 0.491 0.565±0.076 0.572±0.033 0.569
SPACE-GM [57] 0.563±0.035 0.524±0.041 0.544 0.492±0.059 0.577±0.043 0.535

Mew 0.658±0.030 0.660±0.047 0.659 0.631±0.048 0.597±0.083 0.614

when analyzing mIF images, it is crucial not only to manage the heterophilous
environment but also to simultaneously capture geometric information, which
aligns with the design principles of Mew.

4.2 In-depth analysis of Mew

Ablation Studies. In Figure 5, we unveil key insights: (1) A synergistic bene-
fit is observed when combining both the Voronoi network (G) and the Cell-type
network (G′) to generate a Multiplex network (G̃), rather than relying solely
one of them. (2) The Stochastic Edge Sampling technique (S) fully leverages
its benefits within the Multiplex network framework, as its application solely to
the Cell-type network omits information from the Voronoi network. (3) Given a
Multiplex network, the optimal strategy for information fusion transcends mere
addition or concatenation; the integration of the Voronoi-Cell-type Attention
emerges as the most effective approach. (4) In Figure 5 (b), within the ‘Recur-
rence Interval’ plot, although the performance of Mew and the Voronoi network
(G) seem comparable, it is crucial to note that a multi-task learning setting is
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(a) Binary Classification (b) Hazard Modeling
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Fig. 5: Ablation study of Mew on the Stanford-CNC dataset for (a) Binary Classification
(b) Hazard Modeling. Here, G, G′, and G̃ denote the Voronoi network, Cell-type net-
work, and Multiplex network, respectively. ‘S’ indicates the Stochastic Edge Sampling
technique, while ‘⊕’ and ‘||’ represent addition and concatenation operations, respec-
tively. Applying the attention mechanism to the multiplex network completes Mew.

employed for each patient-level phenotyping task, such as Binary Classification
or Hazard Modeling. This distinction becomes evident in the ‘Survival Length’
task, where Mew exhibits superior performance compared to using the Voronoi
network alone, thereby underscoring the effectiveness of our proposed framework.
How Cell-type network contributes? Here, we explore the effectiveness
of Mew, with a focus on the Cell-type network’s contribution to heterophilous sce-
narios. Figure 6 (a) showcases a comparison between the performance of Mew and
SPACE-GM. The histogram plot reveals that most images fall within low ho-
mophily rates (e.g., 0.25-0.34), where the performance disparity between Mew and
SPACE-GM becomes evident. We delved deeper into a scenario where the perfor-
mance disparity was most pronounced, notably in the 0.28 to 0.30 bin where Mew ac-
curately identified the phenotype and included a representative cellular graph
example from that bin. As illustrated by Figure 6 (b), our analysis of the dis-
tribution of attention scores across layers highlighted the Cell-type network’s
critical role, with an average attention score of 0.66, in contrast to the Voronoi
network’s 0.34. Importantly, the Cell-type network highlighted the significance of
various tumor cells, like Tumor 2 (Ki67 Proliferating) — a marker for prolifera-
tion rates — and highlighted B cells, signaling an immune response to the tumor.
This level of detail and insight was unattainable with the Voronoi network alone,
which primarily captures local geometric heterogeneity. Overall, these findings
emphasize the Cell-type network’s capacity to improve phenotype prediction,
providing valuable interpretability in heterophilous settings.

4.3 Scalability and Generalizability of Mew

Scalability. This section highlights the criticality of scalability in the prepro-
cessing, training, and evaluation phases of the graph model. Table 3 demonstrates
how Mew adeptly addresses scalability challenges. This is largely attributed to the
implementation of scalable GNNs, which significantly reduce preprocessing time
compared to SPACE-GM. SPACE-GM traditionally saves 3-hop neighbors as
chunks prior to training, resulting in considerable time complexity and memory
usage, often exceeding an hour. While this approach may expedite the training
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(b) Comparison of Attention Scores between Voronoi Network and Cell-type Network

(a) AUC-ROC with Homophily frequency in comparison with Mew and SPACE-GM

Homophily Ratio: 0.29
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Fig. 6: In-depth Analysis of Mew on the Stanford-CRC Dataset: (a) Graphs are cate-
gorized based on their homophily ratios, and the corresponding AUC-ROC scores are
compared with those from SPACE-GM. Notably, Mew demonstrates a marked perfor-
mance improvement at lower homophily rates, with a representative graph exempli-
fying this trend. (b) A comparison of attention scores within the Voronoi Network
and Cell-type Network reveals distinct functions of each network. In the highlighted
graph, the emphasis on the cell-type network—characterized by significant tumor ex-
pression—facilitates accurate classification as a primary outcome case.

process, the overwhelming preprocessing costs diminish overall efficiency. Mew,
on the other hand, offers two primary advantages: (1) It broadens the node per-
spective by incorporating the entire graph directly (|V̄|=117,974 versus SPACE-
GM’s |V̄|=1,071), avoiding the need for manual sampling and storing of 3-hop
local graphs as chunks, thereby reducing preprocessing time significantly. (2) It
achieves remarkably low evaluation times due to the upfront preprocessing efforts
(0.53s to evaluate 53 graphs versus SPACE-GM’s 60.28s). Once the precompu-
tation of AX is completed, the bulk of computational work shifts to the forward
pass of the weight parameters and the precomputed ones. As a result, Mew stands
out as an exceptionally efficient and feasible model for real-world phenotype pre-
diction, where swift decision-making is crucial.
Generalizability. To achieve greater generalizability in real-world scenarios
where cell-type annotations may be unavailable, a straightforward remedy is to
utilize and harmonize with recent advancements in cell-type annotation meth-
ods [5,39] to supplement annotations, enabling the construction of cell-type net-
works for running Mew. When annotations are partially available, pseudo-labeling
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Table 3: Scalability analysis of the UPMC-HNC dataset. |V̄| denotes the average
number of nodes handled in the graphs. ‘chunk-save’ saves 3-hop subgraphs in memory
during preprocessing and utilizes them during training and evaluation, whereas ‘on-the-
fly’ samples subgraphs instantly. During training, time is measured up to 100 iterations.

SPACE-GM (chunk-save) SPACE-GM (on-the-fly) Mew

Preprocessing (|G| = 308) 5345.12s - 75.60s
Training (|G| = 16) 7.03s (|V̄| = 1, 071) 20.45s (|V̄| = 1, 071) 36.01s (|V̄| = 117, 974)
Evaluation (|G| = 53) 60.28s 156.18s 0.53s

methods such as Label Propagation [60] can be used. In extreme cases with no
annotations, K-Means clustering [27] can provide a cell type index. We verify
applicability in such cases using the Broad Bioimage Benchmark Collection and
demonstrate generalizability to other domains such as Whole Slide Images in
Appendix D.

5 Limitation

Despite the effectiveness and efficiency of Mew in processing mIF images, relying
exclusively on image modality in real-world scenarios may lead to suboptimal
outcomes for patient-level phenotype prediction. Intriguingly, our future work
will aim to incorporate additional modalities, such as genomic and clinical data,
to enhance the final prediction accuracy. In this context, we anticipate that the
current multiplex network can be further expanded by adding layers specific to
each modality, provided common properties, such as cell indices, are available.
This approach promises to significantly enrich the model’s interpretability and
predictive power by leveraging the synergies between different types of data.

6 Conclusion

In this paper, we address two critical challenges inherent in applying spatial
graph-based ML to mIF images: ① Cellular Heterogeneity and ② Scalability of
mIF cellular graphs. Recognizing the heterogeneous nature of cellular data, we
propose the generation of a Multiplex Network by incorporating an additional
Cell-type network, naturally complementing the inductive biases of GNNs. Fur-
thermore, to ensure practical applicability in real-world scenarios, we have devel-
oped a scalable Graph Neural Networks equipped with a novel stochastic
edge sampling technique. This architecture is further enhanced by a Voronoi-
Cell-type Attention which assesses the significance of each network. Rigorous
testing on real-world patient datasets has consistently highlighted the robustness
and superior efficacy of our proposed method, Mew, showcasing its potential to
pioneer a new and promising direction for advancing mIF image analysis.
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