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Abstract. Point cloud data, representing the precise 3D layout of the
scene, quickly drives the research of 3D object detection. However, the
challenge arises due to the rapid iteration of 3D sensors, which leads to
significantly different distributions in point clouds. This, in turn, results
in subpar performance of 3D cross-sensor object detection. This paper in-
troduces a Cross Mechanism Dataset, named CMD, to support research
tackling this challenge. CMD is the first domain adaptation dataset,
comprehensively encompassing diverse mechanical sensors and vari-
ous scenes for 3D object detection. In terms of sensors, CMD includes 32-
beam LiDAR, 128-beam LiDAR, solid-state LiDAR, 4D millimeter-wave
radar, and cameras, all of which are well-synchronized and calibrated.
Regarding the scenes, CMD consists of 50 sequences collocated from dif-
ferent scenarios, ranging from campuses to highways. Furthermore, we
validated the effectiveness of various domain adaptation methods in miti-
gating sensor-based domain differences. We also proposed a DIG method
to reduce domain disparities from the perspectives of Density, Intensity,
and Geometry, which effectively bridges the domain gap between dif-
ferent sensors. The experimental results on the CMD dataset show that
our proposed DIG method outperforms the state-of-the-art techniques,
demonstrating the effectiveness of our baseline method. The dataset and
the corresponding code are available at https://github.com/im-djh/CMD.
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1 Introduction

As a crucial component in robotics and autonomous driving systems, 3D object
detection has garnered increasing attention from researchers. Due to the inherent
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depth of information, point cloud data enjoys a unique advantage in the domain
of 3D object detection. Notably, researchers have developed several exceptional
3D object detection datasets and benchmarks (e.g., KITTI [13], nuScenes [5],
Waymo [30], ONCE |21, etc.). Leveraging these high-quality datasets, numer-
ous outstanding 3D object detection approaches [3}9}18}29}/39,41,49] emerged,
significantly facilitating the 3D object detection research. However, these preva-
lent datasets typically comprise mechanical spinning LiDAR only w.r.t. 3D point
cloud sensors. The widely equipped low-cost automotive-grade sensors,e.g. solid-
state LiDAR, in mass-produced vehicles [27] [25] are heavily overlooked even
missing in those datasets.

The truth of outdatedness of existing datasets in terms of sensors behind is
that point cloud sensors are undergoing really rapid advancements. Commonly
used sensors now include: (1) mechanical spinning LiDAR with low-beam (e.g.,
32 beams) or high-beam (e.g., 128 beams); (2) solid-state LiDAR; and (3) the
recently acclaimed 4D millimeter-wave radar. These sensors differ either in the
number of beams they use or in their world modeling patterns. We refer to
these sensor differences as various mechanisms. The data acquired by different
mechanisms may exhibit domain disparities in terms of density, intensity, and
geometry (see Fig. [I(a), (b) and (c)). As a result, 3D detectors trained with
data from one sensor often incur substantial accuracy degradation when directly
applied to another sensor (see “Direct” in Fig. [{d), (e) and (f)). For example,
when migrating from mechanical spinning LiDAR to a more inexpensive and
compact solid-state LiDAR, the cost of annotating new sensor data to re-train
detectors is prohibitive. Cross-mechanism domain adaptation is a more efficient
yet promising solution with rigid demand to transfer not only detectors/models
but also all related assets to new sensors.

Meanwhile, prevalent domain adaptation research [19}26}35}36,/45,46| finds
it hard to quantitatively analyze the pivotal sensor factor. This challenge arises
because they have been directed at cross-dataset settings (e.g. domain adap-
tation between KITTI, Waymo, and nuScenes), covering differences in sensors,
geographic location, climate, and so on. Therefore, they have not shown optimal
performance when applied to cross-mechanism domain adaptation problems (see
Fig. [[[(d)(e)(f)). The reason lies in the fact that there is a lack of datasets that
contain comprehensive sensors to fully decouple the domain disparities caused by
locations and sensors. Several inspiring datasets, encompassing various common
sensors (e.g., PandaSet [44], KRadar [22]|, VoD [23], LiDAR-CS |[11]), often fall
short in providing comprehensive modality coverage. This limitation, in turn,
restricts the design of methods to bridge the sensor-based domain gap.

To address this problem, this paper introduces a Cross Mechanism domain
adaptation Dataset (CMD) for 3D object detection. To the best of our knowl-
edge, CMD is the first domain-adaptation dataset in 3D object detection that
contains a comprehensive suite of sensors, including: (1) 32-beam low-resolution
and 128-beam high-resolution mechanical spinning (MS) LiDAR, (2) automotive-
grade solid-state LiDAR, (3) 4D millimeter-wave radar, and (4) camera. This
combination provides the most extensive modality coverage. All sensors are time-
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synchronized with high accuracy under 1 ms, ensuring that different modalities
can capture and model the same scene accurately, even with highly dynamic ob-
jects. Furthermore, the CMD comprises 50 sequences. Each sequence has a time
span of 20 seconds, with each sensor capturing 10 frames per second, totaling
10,000 frames of data per sensor. In addition, we meticulously annotated 3D
objects of 13 categories based on a multi-sensor collaborative annotation system
subjected to multiple rounds of human inspection.
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Fig. 1: (a) The points number distribution of different sensors. (b) The intensity dis-
tribution of different sensors. (c) Point clouds of the same instance for different sensors.
The results show that data acquired by different sensors exhibit substantial differences
in point density, intensity, and geometry. Subfigure (d), (e), and (f) show the cross-
mechanism detection results of different domain adaptation methods on our CMD. Our
DIG outperforms the traditional ST3D by a large margin.

Using the CMD, we investigate the cross-mechanism domain adaptation is-
sues and summarize the gaps into three primary components: Density gap,
Intensity gap, and Geometry gap. Subsequently, we introduce a simple yet effec-
tive baseline method, named DIG, to address each of these gaps systematically.
(1) Density gap: We propose the Beam-Distance Down-sampling (BDS) that
enforces a similar data pattern in terms of beam numbers and density distri-
bution along different detection distances. (2) Intensity gap: We introduce the
Box-Cox log Normalization (BCN) that initially transforms point clouds from
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different modalities into near-normal distributions and then normalizes them
by logarithms. (3) Geometry gap: We design the Geometry-Aware label Mixing
(GAM) that mixes the pseudo-labels from the target domain to narrow down
the geometry difference in training. By implementing these three components,
DIG achieves optimal results in bridging the identified domain gaps. Our main

contributions are as follows.
— We present the Cross Mechanism Dataset (CMD), the first domain adapta-

tion dataset that contains a comprehensive suite of LIDAR /4D Radar sen-
sors. CMD is a key piece of the puzzle of cross-mechanism detection as
existing public datasets can not adequately evaluate detection performance
drops caused by cross-domain disparities due to limited sensor variety.

— We construct comprehensive 3D cross-sensor detection baselines by bench-
marking the results of SOTA domain adaptation algorithms on CMD.

— We provide an in-depth analysis of the key factors leading to cross-sensor
domain disparities, i.e. Density, Intensity, and Geometry gaps. Based on
this, we propose a novel DIG method, which shows plausible performance
on cross-sensor detection.

2 Related Work

2.1 Datasets for 3D Object Detection

With increasing research on 3D object detection [7},|8}[17}140,/42,43}|47], more
datasets have emerged. Widely used datasets such as KITTI |13], Waymo [30],
nuScenes [5], and ONCE |21] support conventional 3D object detection research
and facilitate domain adaptation across different geographic locations. However,
focusing solely on geographical domain differences is inadequate for address-
ing the domain adaptation problem in detection algorithms; sensor variabil-
ity is also crucial. To address this, datasets like PandaSet [44], K-Radar [22],
TJ4DRadSet [52], VoD [23|, Lyft L5 [15], and Cirrus [37] offer diverse sensors,
scan beams, locations, and weather conditions. Despite their contributions, these
datasets are limited in sensor diversity within individual collections. In contrast,
our CMD includes extensive image and point cloud data annotated for detection
and tracking, encompassing five different sensor types, thus providing a com-
prehensive evaluation. Statistical comparisons with other 3D object detection
datasets are shown in Table 2l

2.2 Domain Adaption in 3D Object Detection

To mitigate the poor generalization of 3D object detectors to unknown data,
recent methods have focused on adapting domain gaps [10L[14}[32H341[48L|50%|51].
Among these methods, some attempt to introduce a teacher-student framework.
ST3D [45] and ST3D++ [|46] design label assignment strategy and pseudo-labels
denoising to enable adaptation between domains. MLC-Net [19] employs consis-
tency for cross-domain transfer. Another statistics-based approach adapts dis-
tribution gaps, with SN [35] correcting car size distribution gaps. GBA [26]
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adapts label distribution gap via a Gradual Batch Alternation training strat-
egy. And, SSDA3D [36] adapting point cloud distributions through Inter-domain
Alignment module. Further methods address sensor gaps, with LIDAR Distilla-
tion [38] and DTS [16] proposing progressive and density-insensitive frameworks
to mitigate beam-induce gaps from different sensors, and CL3D [24] using spatial
geometry alignment to adapt geometric gaps between sensors.

In general, current domain adaptation research methods still primarily focus
on geographical information and sensor beam migration. Due to dataset limi-
tations, domain adaptation methods for multiple types of sensors have yet to
be seen. Therefore, it is necessary to propose a novel, well-annotated dataset
including various types of sensors to advance this research field.

3 Cross Mechanism Dataset

3.1 Sensor Setup

Sensor specifications. Our CMD comprises data from seven sensors of five
types: a 128-beams mechanical scanning (MS) LiDAR, a 32-beams MS LiDAR,
a solid-state LiDAR, a 4D millimeter-wave radar, and three cameras. Detailed
specifications for our sensors are shown in Table [I] The sensors in our dataset,
each with unique beam configurations or modeling modes, are collectively re-
ferred to as mechanisms. As shown in Table [2] in contrast to other datasets,
our CMD encompasses a diverse array of commonly employed sensors, establish-
ing it as the most comprehensive dataset presently available.

Sensor Type HFOV(°) VFOV(°) Resolution FPS
0OS128 |128 beams MS LiDAR 360 [—22.5,22.5] 128 * 1024 10
XT32 |32 beams MS LiDAR 360 [-16,15] 32 * 2048 10
M1 SS LiDAR [—60,60] [-12.5,12.5] 126 * 625 10
Radar 4D Radar [—75,75] [—15, 15] >600 10
HIK Cam. Camera [-31.2,31.2] [~27.7,27.7] 1080 * 1920 10

Table 1: Sensor specifications for CMD. MS and SS denote mechanical spinning and
solid-state respectively. FPS refers to frames per second.

Sensor layout. In our CMD, all sensors are oriented in the same direc-
tion as the vehicle’s forward direction. Such a configuration is instrumental in
ensuring that the most critical information is captured within the area of great-
est overlap of FOV across different sensors. To achieve this alignment, a rigid
bracket has been designed, aligning all sensors along a vertically aligned axis.
We have deliberately placed all sensors as close to each other as possible to
optimize FOV overlap. In addition to this, a camera system comprising three
evenly spaced cameras has been integrated. This system spans a 150° horizontal
field of view (HFOV), as depicted in Fig. 2fc). Such a configuration is pivotal
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for ensuring data consistency across different mechanisms. The overall FOV is
shown in Fig. 2(b).

" 0s128

XT 32

Camera | Rob. M1| |4D Radar et 196.0cm
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~——
‘? - =, 4D Radar y¥" Road surface

Fig. 2: The illustration of sensor layout. (a) demonstrates the specific layout of each
sensor; (b) showcases the field of view angles for each sensor; (c) demonstrates the
positions of each sensor along the z-axis.

3.2 Synchronization and Calibration

Synchronization and trigger. To achieve synchronization among different
sensors when modeling the world, we utilized the Precision Time Protocol Ver-
sion 2 [1] to establish a time synchronization system with an error margin within
1 ms. Specifically, we employed the CoolShark AUTO 66 unit as the PTP grand-
master clock, while other sensors and the host served as PTP slave clocks. Once
synchronized, M1 is set to generate a frame every 100ms, and both OS128 and
XT32 generate frames simultaneously using phase-locking. Meanwhile, the radar
is triggered by a network signal sent from the host. Due to the differing princi-
ples of data acquisition between cameras and LiDAR, the cameras are triggered
by OS128. Whenever OS128 scans to 0°, it sends out a trigger signal. This sig-
nal undergoes a delay process via a microcontroller before being fed into the
cameras. For each camera, Tyciqy = ‘902% — %Tezposm,e where Tepposure means
the exposure time for camera and .., means the angle at which the camera
is positioned. By this, the time when OS128 scans the central of the camera’s
HFOV, is the central of its exposure period, which ensures a lower frame time
offset between the cameras and the LiDARs. This low-latency synchronization
ensures that the same frame of data captured by different sensors effectively
reflects their respective mechanism differences.

Calibration. Achieving high-quality data in a multi-sensor setup relies heav-
ily on calibration. (1) For the LiDARs (i.e. OS128, M1, XT32) and radar, we
calibrate their extrinsic parameters using Generalized-ICP . Several corner
reflectors in the space are used to obtain more precise corner points for radar
calibration. (2) For the cameras, we calibrate their intrinsic parameters and ex-
trinsic parameters with MATLAB Toolkit and OpenCV . The results of
calibration are shown in Fig.[dl Subsequent to calibration, we established a well-
defined coordinate system, as illustrated in Fig. [2Jc). We transfer XT32 and
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radar to the coordinate system of OS128 and move this coordinate system ver-
tically down to the ground to get the ego system. The ego system has the x-axis
pointing forward, the y-axis to the left, and the z-axis upward. The camera coor-
dinate system, in 2D, aligns the x-axis with image width and y-axis with height,
starting from the top-left corner.

3.3 Annotation

Annotation area. With precise time synchronization and calibration, we can
jointly annotate data from multiple sensors, improving accuracy, especially for
distant objects. We annotate objects within 160m and within the HFOV of M1.
We believe that the data within this range is highly representative.
Annotation rules. There are 13 annotated categories, namely: Car, Van,
Bus, Truck, Semi-Trailer towing vehicle, Special Vehicles, Motorcycle, Bicycle,
Tricycle, Adult Pedestrian, Children Pedestrian, Animal, and Barrier. We la-
beled each object as a 9-DoF 3D bounding box (z,y, z,l,w, h,05,6,,0.). Where
x,y, z represents the center coordinates, [, w, h denotes length, width height, and
0.,0y,0, are the rotation angles around the x,y,z axis. Additionally, we provide
a motion state and tracking ID for all objects. Occlusion situations are also
provided. More annotation specifications are provided in the appendix.

MS LiDAR(beams)

Dataset Mechanism . SS LiDAR 4D Radar Cam. Anno. Frams Tracking Illumination Real
Low High
KITTI Det. |13] X 64 X X 5K X
Waymo |30 X 64 X X 230K
nuScenes |5/ Single 32 X X X 40K
Argoverse |6 32%2 X X X 44K
Lyft L5 [15] 40%2 64 X X 30K X
K-Radar |22 X 64, 128 X 35K
Lidar-CS [11] 16,32 64,128 x X 14K X X x
PandaSet |44] Multi X 64 X 8.2K
TJ4DRadSet |52] X 64 X 7.8K
VoD |[23] X 64 X 8.7K X X
CMD 32 128 10K

Table 2: Comparison with existing datasets. "Mechanism" means whether the dataset
contains multiple mechanisms of 3D sensor. "Tracking" signifies the relevance of anno-
tations for tracking. "Illumination" indicate the inclusion of various light conditions.
"Real" refers to whether the dataset is real or synthetic.

3.4 Dataset Analytic

Diversity of scenes. In CMD, scenes are carefully selected for wide coverage,
primarily encompassing urban areas, suburbs, campuses, bridges, and tunnels
with different illuminations (see Fig. a)). We select 50 high-quality sequences,
each spanning 20 seconds, equating to 200 frames per sensor, culminating in
a dataset of 40,000 frames of point cloud data and 30,000 frames of image
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data. This comprehensive collection offers a rich resource for research on cross-
mechanism domain adaptation. These 50 sequences are evenly divided into 30,
10 and 10 for training, validation, and testing according to different scenarios.
This arrangement ensures a balanced distribution of data across environments,
crucial for training reliable and generalizable 3D object detection models.

Cross Mechanism domain adaptation Dataset (CMD) for 3D Object Detection SemiTrler TriCyc Bus  SpclVeh  ChildPed
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Fig. 3: The scene and annotation details. (a) The upper section showcases the distribu-
tion of road types, while the lower section demonstrates the distribution across various
illumination types; (b) presents the distribution of objects’ numbers for different cate-
gories; (c) presents the distribution of objects’ numbers along different distances.

Distribution of annotations. We annotated approximately 230,000 3D
bounding boxes based on the rules described in Section [3.3] The distribution of
objects’ numbers for different categories is presented in Fig. b). The distribu-
tion of objects’ numbers along different distances is shown in Fig. (C) Among
these categories, the most concerned "Car" has the highest annotation count,
reaching approximately 92,000 instances.

Comparisons between mechanisms. The average number of points for
these four sensors is quite different. From most to least, they are M1, OS128,
XT32, and 4D radar. For a better understanding, we show the visualization
results in Fig. [l Point clouds from sensors with different mechanisms exhibit
substantial differences. (1) OS128 and XT32 both adopt a mechanism spinning
style, clearly modeling the rigid vehicles with minimal vertical distortion. The
main difference between them is density. (2) Due to the use of a zigzag scan
pattern, M1 tends to introduce a bit of horizontal displacement. (3) Point clouds
from radar sensors are generally sparse and inaccurate, posing challenges in
accurately distinguishing the geometric shapes of objects.



CMD 9

Tunnel

Suburban

Bridge

(%)
=3
Qo
€
©

o

M1 05128 XT32 4D Radar

Fig. 4: Different mechanisms and their sample data. The left side of the image denotes
the various scenes of data collection, while the bottom indicates the types of sensors
involved.

3.5 DIG Baseline Method

In this section, we propose DIG (Density-Intensity-Geometry), a streamlined
and potent baseline for cross-mechanism domain adaptation. It consists of three
key components: Box-Cox Intensity Log Normalization (BCN), Beam-Distance
Down Sampling (BDS), and Geometry-Aware Label Mixing (GAM).

Box-Cox intensity log Normalization (BCN). The distribution of in-
tensity for point clouds may significantly differ across various mechanisms. See
Fig. [[[b). Recent studies have either opted to discard intensity or
straightforwardly normalized it to [0,1] . However, it is observed that inten-
sity plays a crucial role in detecting foreground objects across diverse domains.
We contend that effectively incorporating intensity can lead to enhanced perfor-
mance in domain adaptation. Motivated by this insight, we introduce the BCN
to mitigate disparities in intensity. For both intensities (denoted as i) for source
and target domain point clouds, we initially take the logarithm to address biases
stemming from different sensor definitions of intensity ranges. Subsequently, we
apply the Box-Cox transformation to enhance their normality and homoscedas-
ticity, respectively. This process can be formulated as:

; A
i) = log(i +)\1) 1, 1)
where X refers to the box-cox transfer parameter |2]. It’s different for source and
target domains, and remains constant respectively. After being normalized to
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[0, 1], the transformed intensity information exhibits a good level of similarity
between the source and target domains, thus narrowing the domain gap.

Beam-Distance based down Sampling (BDS). As shown in Fig. [I[a),
the density distributions of points vary remarkably among different mechanisms.
We observe that, within a relatively short distance, domain adaptation for dif-
ferent mechanisms is more significantly impacted by variations in point density.
However, when it comes to longer distances, the point cloud is excessively sparse,
which has a greater impact on object detection accuracy. To deal with this prob-
lem, we introduce the BDS that assigns different sampling probabilities based
on both beam and distances. Denote Pjeep(p) as the probability of a point (p)
being retained, and it can be formulated as:

Prcep(p) = 1~ {bcam(p) ¢ Blexp(— ol )

where K controls the rate of probability increase, and we set it to 35 empirically.
B means the set of target beam indexes that are closest to the source domain.
Function beam(p) demotes the index of the beam that point p belongs to. If
this beam information is not directly available, an alternative approach involves
calculating the angle of each point, denoted as 8(p) = arctan( \/Qﬁyz) This
angle can then be used to apply a clustering algorithm, such as K-means [20],
to approximate the beam index for each point.

Geometry-Aware label Mixing (GAM). Point clouds captured from the
same object by diverse sensors frequently exhibit notable geometric variances.
To tackle this challenge, we introduce the Geometry-Aware Mix (GAM) module.
In our approach, we initially utilize a model trained on the source domain to
generate pseudo-labels within the target domain. Subsequently, instances from
the target domain with high-confidence pseudo-labels are integrated back into
the source domain for further training. Inspired by GBA |26], our second training
phase progressively reduces source domain labels while maintaining a constant
number of target domain pseudo-labels. This technique aims to gradually adapt
the model to the geometric characteristics of the target domain. Through this
method, the model becomes more adept at learning and adapting to the unique
data characteristics of the target domain, thereby improving its ability for cross-
mechanism domain adaptation.

4 Experimental Result

4.1 Experiment Setup

All of our experiments were conducted using four Nvidia 3090 GPUs and the
open-source code repository OpenPCDet [31]. The Voxel-RCNN [9] served as the
detector for most experiments. The batch size was set to 32, and the learning
rate was 0.003. Similar to KITTI |13|, the grid range was defined as [0m,70.4m],
[-70.4m, 70.4m|, and [-2m, 4m| along the x, y, and z axis respectively. Point cloud
data were cropped to HFOV [—60°, 60°] with horizontal distances smaller than
70.4m. Voxel size was set to [0.1,0.1,0.15] along the x, y, and z axis respectively.
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Fig. 5: Similarities and differences among baselines. ST3D [45| leverage random object
scaling, generating and denoising pseudo-labels. DTS |16] down sample point clouds
before training source-detector. Our DIG jointly downs ample point clouds, transforms
intensity, and makes use of pseudo-labels.

4.2 Evaluation Metric

Mean Average Precision (mAP). mAP is a commonly used object detection
evaluation metric. Here when calculating mAP, we use 3D IoU thresholds of
0.5, 0.5, 0.25, and 0.25 for Car, Truck, Pedestrian, and Cyclist, respectively.
Following the ONCE |21] dataset, we calculated an orientation-aware AP on 50
precision steps. The AP among different detection distances (e.g., overall and 0
to 30m) are also computed for detailed analysis. Formally, the AP is defined as:

1
AP = 100/ maz{p(r'|r' > r)}dr, (3)
0

where p(r) refers to the precision-recall curve that calculated by 50 recall posi-
tions. The mAP is the average of AP across all categories.

Mean Closed Gap (mCG). Directly applying AP or mAP as evaluation
metrics for domain adaptation is not intuitive since different sensors do not share
the same domain gap. Closed gap [35] is used for measuring the effectiveness of
a method on a single domain adaptation task. CG can be formulated as:

mAPmodel — ’ITLAPDT
ca OOmAPOracle - mAPDT7 ( )

where DT means direct transfer using a model trained sorely on source domain
data. Oracle implies results obtained by the full training on target domain. To
quantify the universality of domain adaptation methods, we define a new metric
named mean closed gap (mCG), formulated as:

mCG =" 1(s # t)CGyy, (5)

seMteM
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where M refers to the set of sensors, including OS128, XT32, and M1 in CMD.

Method mCG ca
M1=085128 XT32=0S5128 OS128=M1 XT32=M1 OS128=XT32 M1=XT32
ST3D [45] |-16.72 -9.27 34.00 -7.95 -5.07 -43.39 -68.61
ST3D++ [46|] 09.23 12.65 54.49 02.99 17.23 07.56 -39.54
DTS |16 29.22 48.28 22.92 09.02 07.09 34.50 53.51
DIG(Ours) [42.89 54.41 55.09 33.69 25.22 49.87 39.06

Table 3: Overall mean closed gap for baseline methods.

Discussion. Currently, commonly used CG is tailored for a single task, usu-
ally only considering the "Car" category [16], and cannot reflect the comprehen-
sive performance of methods across various domain adaptation tasks. In contrast,
mCG includes all MS LiDARs with varying beam numbers and SS LiDARs (i.e.,
0S128, XT32, M1), measuring performance from six experimental groups, thus
providing the most comprehensive evaluation of cross-mechanism domain adap-
tation. See the appendix for 4D radar results.

4.3 Results and Benchmark

Domain adaptation baselines. We selected four baseline methods. Fig. [f]
illustrates the similarities and differences between them. (1) Direct transfer (DT)
means directly applying the source model to the target dataset. (2) ST3D [45|
and ST3D-++ [46] share a similar teacher-student architecture. The source model
is trained with random object scaling, then used to generate pseudo-labels. The
difference is that ST3D++ comes with a more effective denoising method to
obtain more high-quality pseudo-labels. (3) DTS [16] introduced Random Beam
Re-Sampling (RBRS) to enhance the robustness to varying beam densities. We
reproduced the RBRS on CMD, providing representative baseline results. (4)
Our proposed DIG.

Overall comparison results. Table [3| shows the overall results. Since the
ST3D and ST3D++ are mostly designed for cross-geographical domain adap-
tation that highly relies on pseudo-label quality, the two detectors show lower
performance in our cross-mechanism dataset. DTS takes density into considera-
tion, thus outperforming ST3D-+ by 19.99. Our DIG outperformed all previous
methods by a large margin. Its mCG reached 42.89, surpassing ST3D, ST3D++,
and DTS by 59.61, 33.66, and 13.67 respectively, as our method considers all the
typical domain disparities in the cross-mechanism domain adaptation problem.

Performance discussion. A more detailed composition of mCG is shown
in Table [4] We can get several conclusions from these results. (1) DIG exhibits
notable superiority in the categories of pedestrians and bicycles, both across all
distances and within a detection range of 30 meters. The similarity in these cate-
gories is the fewer points within the targets. We believe that sparse points make
intensity the key factor for adapting to different domains. DIG’s BCN module
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Task Method CcG mAP Car Truck Ped Cyc
0S128 Oracle 100 26.44 36.50/69.34 17.45/38.51 18.79/38.99  33.0/69.22
DT 0 06.29 11.76/20.59 04.61/08.23  01.54/02.15 07.25/08.90

XT32 ST3D [45] 34.00 13.14 22.78/47.39 10.41/15.10 06.83/16.01 12.55/33.05
4 ST3D++ [46] 54.49 17.27 27.87/61.02 13.50/22.61 08.57/19.76 18.95/49.32

05128 DTS |16] 22.92  10.91 14.26/49.43 06.72/27.67 09.29/20.94 13.37/41.21
DIG(Ours) 55.09 17.39 22.73/60.59 13.60/30.16 11.56/25.67 21.70/57.46

DT 0  06.92 13.23/30.21 05.08/07.86 01.98/03.61 07.38/09.98

M1  ST3D [45] -9.27 05.11 10.24/39.11 04.06/11.32  00.00/00.00 06.14/21.18
4 ST3D++ [46] 12.56 09.39 13.46/46.93 06.61/23.16 05.85/13.68 11.65/35.06

OS128 DTS [16]  48.25 16.34 21.60/58.99 12.67/34.14 09.57/23.49 21.51/58.70
DIG(Ours) 54.41 17.54 23.03/57.08 09.71/25.95 09.71/25.95 25.00/66.13

M1 Oracle 100 30.09 42.01/70.64 19.96/40.01 17.54/36.99 40.84/68.49
DT 0 1332 20.33/42.82 09.47/19.84 04.81/11.47 18.67/36.06

XT32 ST3D [45]  -5.07 1247 30.34/55.41 04.20/03.82 00.19/00.22 15.13/25.95
4 ST3D++ [46] 17.23 16.21 32.92/61.07 05.24/06.04 02.18/04.17 24.48/49.39
M1 DTS [16] 07.09 14.51 23.26/56.94 08.78/28.02 06.99/14.72 19.01/48.44
DIG(Ours) 25.22 17.55 27.19/64.70 09.26/22.79 05.72/12.57 28.04/57.34

DT 0 1436 27.07/56.54 09.91/24.25 01.13/03.81 19.32/33.49

0S128 ST3D [45]  -7.95 1311 28.71/60.37 08.26/07.25 06.37/17.48  09.08/12.72
J  ST3D++[46] 02.99 14.83 32.98/68.45 06.63/08.45 07.28/19.46 12.43/17.89
M1 DTS [16] 09.02 1578 22.11/54.01 11.84/30.26 11.88/28.58 17.27/40.40
DIG(Ours) 33.69 19.66 26.85/62.89 11.86/28.11 13.69/32.24 26.19/60.40

XT32 Oracle 100 26.59 36.84/72.47 19.26/41.01 16.23/32.74 34.01/66.59
DT 0 14.07 22.10/59.86 10.44/21.48 06.29/15.24  17.44/45.69

M1 ST3D 45| -68.61 05.48 11.39/38.05 02.92/06.78 00.00/00.00 02.92/06.78
4 ST3D++ |46] -39.54 09.12 14.56/47.94 07.47/22.07 03.15/05.02 11.28/32.18

XT32 DTS |16] 53.51 20.77 30.62/68.03 15.67/33.01 09.48/21.63 27.33/57.48
DIG(Ours) 39.06 18.96 25.95/68.78 14.77/34.65 11.45/26.47 23.66/60.92

DT 0 11.77 22.25/58.20 08.45/19.16 01.66/04.50 14.71/41.05

0S128 ST3D |45 -43.99 05.34 11.46/45.41 01.72/05.87 00.00/00.00 08.18/22.82
I ST3D++ [46] 07.56 12.89 17.81/56.99 05.31/19.98 10.69/24.22 17.75/48.29

XT32 DTS [16] 3450 16.09 18.87/59.78 13.63/27.70 11.26/25.49 20.59/58.19
DIG(Ours) 49.87 19.16 27.20/63.89 10.75/26.79 11.76/27.16 26.91/64.22

Table 4: Detailed experimental results for all cross-mechanism settings. For each cat-
egory, we provide the Average Precision (AP) results for all distances and within a
range of 30 meters.

aligns intensity well, which explains its strong performance in these cases. (2)
The results indicate a significant decrease in mAP while using OS128 as the tar-
get domain. This decrease is primarily attributed to its unique intensity range of
[0, 512], unlike the [0, 256] range of other sensors. The pre-trained model finds
it challenging to handle unfamiliar intensities. Unlike the other three methods,
which either discarded the intensity information or did not include a dedicated
module for it, we addressed this issue with BCN, resulting in a significant perfor-
mance improvement. (3) All these methods perform unsatisfactorily for domain
adaptation from XT32 to M1. Even DIG, the best one among them, gets CGs of
25.22 on it. This observation means that M1 and XT32 may suffer from larger
domain gaps, highlighting the need for further investigation in the future. (4)
ST3D++ gets a CG of 54.49 for XT32 to OS128, which is mainly due to the
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great performance on APs for 0-30m. As they are both MS LiDAR, they suffer
more from differences in density. Pseudo-labels from XT32 might look like harder
cases for OS128. Refining model parameters with these cases can dramatically
improve the performance. (5) It indicates that DTS plays a crucial role when
there is a substantial difference in the number of beams. CG on tasks that con-
tain XT32 gets nice performance improvement. Specifically, CG can reach 34.51
and 53.51 for OS128 to XT32 and M1 to XT32 respectively.

modules M1 = 0S128|0S128 = XT32
BDS BCN GAM| mAP CG |mAP CG

v 09.22 11.78|14.69 19.70
v 17.14 52.53|16.47 31.71
o/ 17.47 54.04|18.95 48.45

o/ v |17.54 54.41|19.16 49.87
Table 5: Ablation study for DIG baseline method.

Ablation study for DIG. We conduct ablation studies to analyze the ef-
fectiveness of each component in the DIG baseline method. Two representative
tasks are selected. M1 = 0S128 and OS128 = XT32 respectively refer to
domain adaptation for sensors with different scanning patterns and different
beams/densities. As shown in Table 5} For both tasks, BCN is anticipated to
be the most effective module, contributing 52.53 and 31.71 CG on each respec-
tive task. This is attributed to the substantial intensity differences between the
source and target domains in both tasks. BDS also exhibits commendable per-
formance in both tasks, achieving 11.78 and 19.70 CG, respectively. Although
less conspicuous, GAM proves to be effective for both tasks.

5 Conclusion

We presented a dataset specifically designed for cross-mechanism domain adap-
tation, incorporating mechanical LiDARs with both high-res and low-res beams,
solid-state LiDAR, and 4D millimeter-wave radar. These sensors undergo pre-
cise time synchronization, allowing them to simultaneously generate point clouds
of the same external environment. Data from diverse scenes were selected and
meticulously annotated. We believe the proposed dataset would hugely facilitate
research of cross-mechanism 3D detection, as it currently stands as the most
comprehensive point cloud 3D detection dataset in terms of sensor types. We
also provide a novel DIG method as well as complete experimental results of
recent methods on our dataset. They can be used as reliable baselines to further
benefit the research communities.

In the future, we will continue to explore more usage of CMD, including
utilizing data from multiple mechanisms as the source domain to enhance domain
adaptation effects, and employing CMD as a tool for validating the performance
of multi-modal 3D object detection.
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