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Abstract. Medical imaging often contains critical fine-grained features,
such as tumors or hemorrhages, which are crucial for diagnosis yet po-
tentially too subtle for detection with conventional methods. In this pa-
per, we introduce DIA, dissolving is amplifying. DIA is a fine-grained
anomaly detection framework for medical images. First, we introduce
dissolving transformations. We employ diffusion with a generative diffu-
sion model as a dedicated feature-aware denoiser. Applying diffusion to
medical images in a certain manner can remove or diminish fine-grained
discriminative features. Second, we introduce an amplifying framework
based on contrastive learning to learn a semantically meaningful rep-
resentation of medical images in a self-supervised manner, with a fo-
cus on fine-grained features. The amplifying framework contrasts addi-
tional pairs of images with and without dissolving transformations ap-
plied and thereby emphasizes the dissolved fine-grained features. DIA
significantly improves the medical anomaly detection performance with
around 18.40% AUC boost against the baseline method and achieves an
overall SOTA against other benchmark methods. Our code is available
at https://github.com/shijianjian/DIA.git.

1 Introduction

Anomaly detection aims to detect exceptional data instances that significantly
deviate from normal data. A popular application is the detection of anomalies
in medical images, where these anomalies often indicate a form of disease or
medical problem. In the medical field, anomalous data is scarce and diverse,
so anomaly detection is commonly modeled as semi-supervised anomaly detec-
tion. This means that anomalous data is not available during training, and the
training data contains only the "normal” class.1 Traditional anomaly detection
methods include one-class methods (e.g . One-class SVM [14]), reconstruction-
based methods (e.g . AutoEncoders [57]), and statistical models (e.g . HBOS [22]).
However, most anomaly detection methods suffer from a low recall rate, mean-
ing that many normal samples are wrongly reported as anomalies while true yet
1 Some early studies refer to training with only normal data as unsupervised anomaly detection.

However, we follow [36,37] and other newer methods and use the term semi-supervised.

https://github.com/shijianjian/DIA.git
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sophisticated anomalies are missed [37]. Notably, due to the nature of anoma-
lies, the collection of anomaly data can hardly cover all anomaly types, even for
supervised classification-based methods [38]. An inherited challenge is the incon-
sistent behavior of anomalies, which varies without a concrete definition [9, 55].
Thus, identifying unseen anomalous features without requiring prior knowledge
of anomalous feature patterns is crucial to anomaly detection applications.

In order to identify unseen anomalous features, many studies leveraged data
augmentations [21, 60] and adversarial features [2] to emphasize various fea-
ture patterns that deviate from normal data. This field attracted more at-
tention after incorporating Generative Adversarial Networks (GANs) [23], in-
cluding [1, 2, 45, 46, 51, 52, 65], to enlarge the feature distances between normal
and anomalous features through adversarial data generation methods. Further-
more, some studies [35, 40, 49] explored the use of GANs to deconstruct images
to generate out-of-distribution data for obtaining more varied anomalous fea-
tures. Inspired by the recent successes of contrastive learning [8, 10–13, 24, 28],
contrastive-based anomaly detection methods such as Contrasting Shifted In-
stances (CSI) [53] and mean-shifted contrastive loss [42] improve upon GAN-
based methods by a large margin. The contrastive-based methods fit the anomaly
detection context well, as they are able to learn robust feature encoding without
supervision. By comparing the feature differences between positive pairs (e.g .
the same image with different views) and negative pairs (e.g . different images
w/wo different views) without knowing the anomalous patterns, contrastive-
based methods achieved outstanding performance in many general anomaly
detection tasks [42, 53]. However, given the low performance in experiments
in Sec. 4, those methods are less effective for medical anomaly detection. We
suspect that contrastive learning in conjunction with traditional data augmen-
tation methods (e.g . crop, rotation) cannot focus on fine-grained features and
only identifies coarse-grained feature differences well (e.g . car vs. plane). As a
result, medical anomaly detection remains challenging because models struggle
to recognize these fine-grained, inconspicuous, yet important anomalous features
that manifest differently across individual cases. These features are critical for
identifying anomalies but can be subtle and easily overlooked. Thus, in this
work, we investigate the principled question: how to emphasize the fine-grained
features for fine-grained anomaly detection?

Our method. This paper dissects the complex feature patterns within med-
ical datasets into two distinct categories: discriminative and non-discriminative
features. Discriminative features are commonly unique and fine-grained char-
acteristics that allow for the differentiation of individual data samples, serv-
ing as critical markers for identification and classification. Conversely, non-
discriminative features encompass the shared patterns that define the general
semantic context of the dataset, offering a backdrop against which the discrimi-
native features stand out. To aid the learning of fine-grained discriminative fea-
ture patterns, we propose an intuitive contrastive learning strategy to compare
an image against its transformed version with fewer discriminative features to
emphasize the removed fine-grained details. We introduce dissolving transforma-
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(a) Input Images (b) t = 50 (c) t = 100 (d) t = 200 (e) t = 400

Fig. 1: Dissolving Transformations. Figs. 1b to 1e show how the fine-grained features
are dissolved (removed or suppressed). This effect is stronger as the time step t is
increased from left to right. In the extreme case, in Fig. 1e, different input images
become very similar or almost identical depending on the dataset. We show results for
four datasets from top to bottom.

tions based on pre-trained diffusion models, that leverage the individual reverse
diffusion steps within the diffusion models to function as feature-aware denoisers,
to remove or suppress fine-grained discriminative features from an input image.
We also introduce the framework DIA, dissolving is amplifying, that leverages
the proposed dissolving transformations. DIA is a contrasting learning frame-
work. Its enhanced understanding of fine-grained discriminative features stems
from a loss function that contrasts images that have been transformed with dis-
solving transformations to images that have not. On six medical datasets, our
method obtained roughly an 18.40% AUC boost against the baseline method
and achieved the overall SOTA compared to existing methods for fine-grained
medical anomaly detection. Key contributions of DIA include:

– Conceptual Contribution. We propose a novel strategy that enhances the
detection of fine-grained, subtle anomalies without requiring pre-defined anoma-
lous feature patterns, by emphasizing the differences between images and their
feature-dissolved counterparts.

– Technical Contribution 1. We introduce dissolving transformations to dis-
solve the fine-grained features of images. It performs semantic feature dissolv-
ing via the reverse process of diffusion models as described in Fig. 1.

– Technical Contribution 2. We present an amplifying strategy for self-supervised
fine-grained feature learning, leveraging a fine-grained NT-Xent loss to learn
fine-grained discriminative features.

2 Related Work

2.1 Synthesis-based Anomaly Detection

As [37, 41] indicated, semi-supervised anomaly detection methods dominated
this research field. These methods utilized only normal data whilst training.
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With the introduction of GANs [23], many attempts have been made to bring
GANs into anomaly detection. Here, we roughly categorize current methods to
reconstructive synthesis that increases the variation of normal data, and decon-
structive synthesis that generates more anomalous data.
Reconstructive Synthesis. Many studies [6, 64] focused on synthesizing vari-
ous in-distribution data (i.e. normal data) with synthetic methods. For anomaly
detection tasks, earlier works such as AnoGAN [50] learn normal data distribu-
tions with GANs that attempt to reconstruct the most similar images by op-
timizing a latent noise vector iteratively. With the success of Adversarial Auto
Encoders (AAE) [33], some more recent studies combined AutoEncoders and
GANs together to detect anomalies. GANomaly [1] further regularized the latent
spaces between inputs and reconstructed images, and then some following works
improved it with more advanced generators such as UNet [2] and UNet++ [15].
AnoDDPM [58] replaced GANs with diffusion model generators and stated the
effectiveness of noise types for medical images (i.e., Simplex noise is better than
Gaussian noise). In general, most of the reconstructive synthesis methods aim
to improve normality feature learning despite the awareness of abnormalities,
which impedes the model from understanding the anomaly feature patterns.
Deconstructive Synthesis. Due to the difficulties of data acquisition and to
protect patient privacy, getting high-quality, balanced datasets in the medical
field is difficult [29]. Thus, deconstructive synthesis methods are widely applied
in medical image domains, such as X-ray [48], lesion [20], and MRI [27]. Recent
studies tried to integrate such negative data generation methods into anomaly
detection. G2D [40] proposed a two-phased training to train an anomaly im-
age generator and then an anomaly detector. Similarly, ALGAN [35] proposed
an end-to-end method that generates pseudo-anomalies during the training of
anomaly detectors. Such GAN-based methods deconstruct images to generate
pseudo-anomalies, resulting in unrealistic anomaly patterns, though multiple
regularizers are applied to preserve image semantics. Unlike most works to syn-
thesize novel samples from noises, we dissolve the fine-grained features on input
data. Our method, therefore, learns the fine-grained instance feature patterns by
comparing samples against their feature-dissolved counterparts. Benefiting from
the step-by-step diffusing process of diffusion models, our proposed dissolving
transformations can provide fine control over feature dissolving levels.

2.2 Contrastive-based Anomaly Detection

To improve anomaly detection performances, previous studies such as [19, 56]
explored the discriminative feature learning to reduce the needs of labeled sam-
ples for supervised anomaly detection. More recently, GeoTrans [21] leveraged
geometric transformations to learn discriminative features, which significantly
improved anomaly detection abilities. ARNet [60] attempted to use embedding-
guided feature restoration to learn more semantic-preserving anomaly features.
Specifically, contrastive learning methods [8, 10–13, 24, 28] are proven to be
promising in unsupervised representation learning. Inspired by the recent in-
tegration [16, 42, 53] of contrastive learning and anomaly detection tasks, we
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Fig. 2: An overview of the DIA framework as applied to the Kvasir-polyp dataset. (I)
With a pretrained diffusion model, we perform feature-aware dissolving transformations
on an image x. This process estimates the denoised version x0 of x at a given time
step t, resulting in a feature-dissolved image x̂. As t increases, x̂ progressively loses
its fine-grained discriminative features, highlighting the dissolving effect of removing
discriminative image features. (II) Given images, we generate transformed versions with
augmentations and dissolving transformation. We form positive and negative pairs
as described in Sec. 3.2. Our framework particularly learns fine-grained features by
contrasting between original images and their feature-dissolved counterparts.

propose to construct negative pairs of a given sample and its corresponding
feature-dissolved samples in a contrastive manner to enhance the awareness of
fine-grained discriminative features for medical anomaly detection.

3 Methodology

This section introduces DIA (Dissolving Is Amplifying), a method curated for
fine-grained anomaly detection for medical imaging. DIA is a self-supervised
method based on contrastive learning, as illustrated in Fig. 2. DIA learns rep-
resentations that can distinguish fine-grained discriminative features in medical
images. First, DIA employs a dissolving strategy based on dissolving transfor-
mations (Sec. 3.1). The dissolving transformations can remove or deemphasize
fine-grained discriminative features. Second, DIA uses the amplifying framework
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described in Sec. 3.2 to contrast images that have been transformed with and
without dissolving transformations. We use the term amplifying framework as it
amplifies the representation of fine-grained discriminative features.

3.1 Dissolving Strategy

We introduce dissolving transformations to create negative examples in a con-
trastive learning framework. The dissolving transformations are achieved by pre-
trained diffusion models. The output image maintains a similar structure and
appearance to the input image, but several fine-grained discriminative features
unique to the input image are removed or attenuated. Unlike the regular dif-
fusion process that starts with pure noise, we initialize with the input image
without adding noise. As depicted in Fig. 1, dissolving transformations progres-
sively remove fine details from various datasets as diffusion time steps t increase.

To recap, diffusion models consist of forward and reverse processes, each
performed over T time steps. The forward process q gradually adds noise to an
image x0 for T steps to obtain a pure noise image xT , whereas the reverse process
p aims at restoring the starting image x0 from xT . In particular, we sample an
image x0 ∼ q(x0) from a real data distribution q(x0), then add noise at each
step t with the forward process q(xt|xt−1), which can be expressed as:

q(xt|xt−1) = N (xt;
√
1− βt · xt−1, βt · I), (1)

q(x1:T |x0) =

T∏
t=1

q(xt|xt−1), (2)

where βt represents a known variance schedule that follows 0 < β1 < β2 <
· · · < βT < 1. Afterwards, the reverse process removes noise starting at p(xT ) =
N (xT ; 0, I) for T steps. Let θ be the network parameters:

pθ(xt−1|xt) = N (xt−1;µθ(xt, t), Σθ(xt, t)), (3)

where µθ and Σθ are the mean and variance conditioned on step number t.
The proposed dissolving transformations are based on Eq. (3). Instead of

generating images by progressive denoising, we apply reverse diffusion in a single
step directly on an input image. Essentially, we set xt = x in Eq. (3), where x is
the input image. We then compute an approximated state x0 and denote it as
x̂t→0 to make it clear that the equation below is parameterized by the time step
t. By reparametrizing Eq. (3), x̂t→0 can be obtained by:

x̂t→0 =

√
1

ᾱt
· x−

√
1

ᾱt
− 1 · ϵθ(x, t), ᾱt := Πt

s=1αs and αt := 1− βt, (4)

where ϵθ is a function approximator (e.g . UNet) to predict the corresponding
noise from x. Since a greater value of t leads to a higher variance βt, x̂t→0 is
expected to remove more of the "noise" if t is large. In our context, we do not
remove "noise" but discriminative features. If t is small, the removed discrimi-
native features are more fine-grained. If t is larger, larger discriminative features
may be removed. See Fig. 1 and Sec. 6 for examples and an in-depth discussion.
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3.2 Amplifying Framework

We propose a novel contrastive learning framework to enhance the awareness
of the fine-grained image features by integrating the proposed dissolving trans-
formations. In anomaly detection, the efficacy of contrastive learned features
can be enhanced by applying shifting transformations [53]. A typical example
is using significant rotations, which alters the distribution of the data based on
the orientation of the transformed images. For instance, images rotated by 90
degrees are assimilated into the same distribution, whereas images subjected
to a 180-degree rotation diverge from this distribution. However, this improved
contrastive feature learning technique does not come with a fine-grained feature
learning mechanism, resulting in low performances on fine-grained anomaly de-
tection tasks. We introduce feature-dissolved samples to augment the process
of fine-grained feature learning. The feature-dissolved samples present signifi-
cant differences from the original data, despite both sets belonging to the same
shifting distributions. In particular, we aim to enforce the model to focus on
fine-grained features by emphasizing the differences between images with and
without dissolving transformations.

In our amplifying framework, we employ three types of transformations:
shifting transformations (e.g . large rotations), non-shifting transformations (e.g .
color jitter, random resized crop, and grayscale), and dissolving transformations.
Our contrastive learning framework uniquely applies these transformations to in-
put images through 3K distinct processes. The first 2K transformation branches
are dedicated to coarse-grained feature learning, focusing on broader, more gen-
eral features of the data. Conversely, the final K transformations are specifically
tailored for fine-grained feature learning. This is accomplished by contrasting
the transformed images against non-dissolved data samples, thereby enhancing
the model’s ability to discern subtle differences within the data. This approach
not only broadens the scope of feature extraction but also significantly improves
the model’s precision in identifying nuanced patterns and anomalies.

Transformation Branches We use a set S of K different shifting transfor-
mations. This set contains only fixed (non-random) transformations and starts
from the identity I so that S := {S0 = I, S1, . . . , SK−1}. With input image
x, we obtain S1(x), . . . , SK−1(x) as shifted images that strongly differ from the
in-distribution samples S0(x) = x. Each of these K shifted images then passes
through multiple non-shifting transformations ∈ T . This yields the set of com-
bined transformations O := {O0, O1, . . . , OK−1} and Ok = T ◦Sk. With a slight
abuse of notations, we use T as a sequence of random non-shifting transforma-
tions. This process is then repeated a second time, yielding another transfor-
mation set O′. We also refer to O and O′ as two augmentation branches. Each
image is therefore transformed 2K times, K times in each augmentation branch.
All transformations have supposedly different randomly sampled non-shifting
transformations, but Oi(x) and O′

j(x) share the same shifting transformation if
i = j. The introduced dissolving transformations serves as the third augmenta-
tion branch, denoted as A := {A0, . . . , AK−1}. The dissolving transformations
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branch outputs transformations of the form:

Ak = T ◦ Sk ◦ D (5)

where T is a sequence of random non-shifting transformations, Sk is a shift-
ing transformation, and D is a randomly sampled dissolving transformation. In
summary, this yields 3K transformations of each image, K in each of the three
augmentation branches.

Fine-grained Contrastive Learning The goal of contrastive learning is to
transform input images into a semantically meaningful feature representation.
It is achieved by bringing similar examples (i.e. positive pairs) closer and push-
ing dissimilar examples (i.e. negative pairs) apart. To emphasize fine-grained
features, an inherent strategy is to create negative pairs, where an image is
contrasted with its transformed version with less fine-grained details, thereby
enhancing the model’s focus on these subtle distinctions.
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Fig. 3: Visualization of the target similarity
matrix (K = 2 with two samples in a batch).
The white, blue, and lavender blocks denote
the excluded, positive, and negative pairs, re-
spectively. The red area contains the newly in-
troduced negative pairs with dissolving trans-
formations.

For a single image, we have 3K
different transformations. With B
different images in a batch, yield-
ing 3K · B images that are consid-
ered jointly. For all possible pairs of
images, they can either be a neg-
ative pair, a positive pair, or not
be considered in the loss function.
We relegate the explanation to an
illustration in Fig. 3. In the top
left quadrant of the matrix, we can
see the design choices of what con-
stitutes a positive and a negative
pair inherited from [53], based on
the NT-Xent loss [10]. The region
highlighted in red, is our proposed
design for the new negative pairs
for dissolving transformations. The
purpose of these newly introduced
negative pairs is to learn a rep-
resentation that can better distin-
guish between fine-grained semanti-
cally meaningful features. The con-
trastive loss for each image sample
can be computed as follows:

ℓi,j = − log
exp(sim(zi, zj)/τ)∑3N

k=1 1k,i · (exp(sim(zi, zk))/τ)
, 1k,i =

{
0 i = k,

1 otherwise,
(6)

where N is the number of samples (i.e. N = B ·K), sim(z, ẑ) = z ·ẑ/||z||||ẑ||, and
τ is a temperature hyperparameter to control the penalties of negative samples.
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As mentioned, the positive pairs are selected from Oi(·) and O′
j(·) branches

only when i = j. The proposed feature-amplified NT-Xent loss can therefore be
expressed as:

Lcon =
1

3BK

1

|{x+}|
∑

ℓi,j ·

{
0 1i,j ∈ {x−}
1 1i,j ∈ {x+}

, (7)

where {x+} and {x−} denote the positive and negative pairs, and |{x+}| is the
number of positive pairs.

Additionally, an auxiliary softmax classifier fθ is used to predict which shift-
ing transformation is applied for a given input x, resulting in pcls(y

S |x). With
the union of non-dissolving and dissolving transformed samples XS∪A, the clas-
sification loss is defined as:

Lcls =
1

3B

1

K

K−1∑
k=0

∑
x̂∈XS∪A

− log pcls(y
S |x̂). (8)

The final training loss is hereby defined as:

LDIA = Lcon + γ · Lcls, (9)

where γ is set to 1 in this work.

3.3 The Score functions

During inference, we adopt an anomaly score function that consists of two parts:
(1) scon sums the anomaly scores over all shifted transformations, in addition
to (2) scls sums the confidence of the shifting transformation classifier. For the
kth shifting transformation, given an input image x, training example set {xm},
and a feature extractor c, we have:

scon(x̃, {x̃m}) = max
m

sim(c(x̃m), c(x̃)) · ||c(x̃)||, scls(x̃) = Wkfθ(x̃), (10)

With x̃ = Tk(x) x̃m = Tk(xm)

where maxm sim(c(xm), c(x)) computes the cosine similarity between x and its
nearest training sample in {xm}, fθ is an auxiliary classifier that aims at de-
termining if x is a shifted example or not, and Wk is the weight vector in
the linear layer of pcls(y

S |x). In practice, with M training samples, balanc-
ing terms λS

con = M/
∑

m sScon and λS
cls = M/

∑
m sScls are applied to scale the

scores of each shifting transformation S. Those balancing terms slightly im-
prove the detection performances, as reported in [53]. Our final anomaly score
is scon(x̃, {x̃m}) · λS

con + scls(x̃) · λS
cls.

4 Experiments

4.1 Experiment Setting

We evaluated our methods on six datasets with various imaging protocols (e.g .
CT, OCT, endoscopy, retinal fundus) and areas (e.g . chest, breast, colon, eye). In
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Table 1: Semi-supervised fine-grained medical anomaly detection results.

Methods
Extra

Training
Data

Pnuemonia
MNIST

Breast
MNIST

SARS-
COV-2

Kvasir
Polyp

Retinal
OCT

APTOS
2019

Reconstruction-based Methods

GANomaly [1] (ACCV 18) × 0.552±0.01 0.527±0.01 0.604±0.00 0.604±0.00 0.505±0.00 0.601±0.01
‡UniAD [62] (NeurIPS 22) × 0.734±0.02 0.624±0.01 0.636±0.00 0.724±0.03 0.921±0.01 0.874±0.00

Normalizing flow-based Methods

‡CFlow [25] (WACV 22) × 0.537±0.01 0.647±0.01 0.622±0.01 0.852±0.03 0.712±0.02 0.452±0.01
UFlow [54] × 0.792±0.01 0.631±0.01 0.653±0.02 0.562±0.02 0.630±0.01 0.731±0.00
FastFlow [63] × 0.827±0.02 0.667±0.01 0.700±0.01 0.516±0.03 0.744±0.01 0.772±0.02

Teacher-Student Methods

KDAD [47] (CVPR 21) × 0.378±0.02 0.611±0.02 0.770±0.01 0.775±0.01 0.801±0.00 0.631±0.01
RD4AD [18] (CVPR 22) ✓ 0.815±0.01 0.759±0.02 0.842±0.00 0.757±0.01 0.996±0.00 0.921±0.00
†Transformly [17] (CVPR 22) ✓ 0.821±0.01 0.738±0.04 0.711±0.00 0.568±0.00 0.824±0.01 0.616±0.01
‡EfficientAD [5] (CVPR 24) ✓ 0.686±0.02 0.696±0.03 0.711±0.02 0.753±0.03 0.826±0.02 0.763±0.02

Memory Bank-Based Methods

CFA [31] (IEEE Access 22) × 0.716±0.01 0.678±0.02 0.424±0.03 0.354±0.01 0.472±0.01 0.796±0.01
‡‡PatchCore [44] (CVPR 22) × 0.737±0.01 0.700±0.02 0.654±0.01 0.832±0.01 0.758±0.01 0.583±0.01

Contrastive Learning-Based Methods

Meanshift [42] (AAAI 23) × 0.818±0.02 0.648±0.01 0.767±0.03 0.694±0.05 0.438±0.01 0.826±0.01
CSI [53] Baseline (NeurIPS 20) × 0.834±0.03 0.546±0.03 0.785±0.02 0.609±0.03 0.803±0.00 0.927±0.00

DIA Ours × 0.903±0.01 0.750±0.03 0.851±0.03 0.860±0.04 0.944±0.00 0.934±0.00

†Transformaly is trained under unimodel settings as the original paper.
‡Not support 32 × 32 resolution, where 128 × 128 resolution is used for *MNIST datasets.
‡‡Only 4500 images of the OCT dataset for PatchCore are used due to it is the cap for A100.

particular, we experiment on low-resolution datasets of Pnuemonia MNIST and
Breast MNIST, and higher resolution datasets of SARS-COV-2, Kvasir-Polyp,
Retinal-OCT, and APTOS-2019. A detailed description is in Appendix A.2.

We performed semi-supervised anomaly detection that uses only the normal
class for training, namely, the healthy samples. Then we output the anomaly
scores for each data instance to evaluate the anomaly detection performance. We
use the area under the receiver operating characteristic curve (AUROC) as the
metric. All the presented values are computed by averaging at least three runs.
Technical details can be found in Appendix A.1. Technically, we use ResNet18 as
the backbone model and a batch size of 32. We adopted rotation as the shifting
transformations, with a fixed K = 4 for 0◦, 90◦, 180◦, 270◦. For the Kvasir-Polyp
dataset, we used perm (i.e. jigsaw transformation) since gastrointestinal images
are rotation-invariant (details in Appendix B.2). For dissolving transformations,
all diffusion models are trained on 32×32 images. The diffusion step t is randomly
sampled from t ∼ U(100, 200) for Kvasir-Polyp and t ∼ U(30, 130) for the other
datasets. For high-resolution datasets, we downsampled images to 32 × 32 for
feature dissolving and then resized them back, avoiding massive computations.
Results for different dissolving transformation resolutions are in Section 5.4.

4.2 Results

We compare against 14 previous methods to showcase the performances of our
method. Most selected methods are designed for fine-grained anomaly detection
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or medical anomaly detection. As shown in Tab. 1, previous work is under-
performing or unstable across various fine-grained anomaly detection datasets.
Methods that do not leverage external data generally perform less effectively. In
contrast, our approach, which employs a fine-grained feature learning strategy,
achieves consistently strong and reliable results across all datasets without rely-
ing on pretrained models. This highlights the reliability and effectiveness of our
strategy, underscoring its superiority in handling diverse medical data modali-
ties and anomaly patterns with stable performances. Notably, our method beats
all other methods on four out of six datasets. RD4AD takes advantage of pre-
trained models and achieves better performances on two datasets. In addition,
we significantly outperform the baseline CSI on all datasets, thereby clearly
demonstrating the value of our novel fine-grained feature learning paradigm.

5 Ablation Studies

This section presents a series of ablation studies to understand how our proposed
method works under different configurations and parameter settings. In addition,
we present results with heuristic blurring methods and shifting transformations
in Appendix B, along with the different designs of similarity matrix and non-
medical datasets provided in Appendix C.3.

5.1 Dissolving Transformation Steps

We randomly sample dissolving step t from a uniform distribution U(a, b). This
experiment investigates various sampling ranges. We establish the minimum step
at 30 to ensure minimal changes to the image and assess effectiveness over a 100-
step interval. As indicated in Tab. 2, lower steps generally yield better results.
The lower step dissolves fine-grained features without significantly altering the
coarse-grained image appearance. The model can then focus on the dissolved
fine-grained features. Kvasir dataset involves polyps as anomalies, which are
pronounced (in the pixel space) compared to the anomalies in other datasets.
Consequently, a slightly higher t can lead to enhanced performance.

Table 2: Different diffusion step range.

Step Range
SARS
COV-2

Kvasir
Polyp

Retinal
OCT

APTOS
2019

( 30, 130) 0.851 0.796 0.919 0.934
(130, 230) 0.827 0.860 0.895 0.920
(230, 330) 0.790 0.775 0.908 0.923
(330, 430) 0.815 0.763 0.896 0.926
(430, 530) 0.803 0.615 0.905 0.926

Table 3: Different training data ratios.

Datasets
DIA

(γ = 0.1)
DIA

(γ = 1)

PneumoniaMNIST 0.745 0.903
Kvasir-Polyp 0.679 0.860

5.2 The Role of Diffusion Models

Given the challenges of acquiring additional medical data, we evaluate how dif-
fusion models affect anomaly detection performances. Specifically, we limit the
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training data ratio (γ) for diffusion models to simulate less optimal diffusion
models, while keeping other settings unchanged. This experiment examines how
anomaly detection performances are impacted when deployed with underper-
forming diffusion models with insufficient training data. We evaluate on two
small datasets where 5856 images are in PneumoniaMNIST and 8000 images
are in Kvasir-Polyp. As shown in Tab. 3, a significant performance drop hap-
pened. Thus, better performance of anomaly detection can be obtained with
better-trained diffusion models.

A natural next question is, can one utilize well-trained diffusion models to
perform dissolving transformations on non-training domains? A well-trained dif-
fusion model is attuned to the attributes of its training dataset. Consequently, it
may incorrectly dissolve features if the presented image deviates from the train-
ing set. Figure 4 presents the different dissolving effects using diffusion models
trained on different datasets. The visual evidence suggests that a data-specific
diffusion model accurately dissolves the correct instance-specific features and
attempts to revert images towards a more generalized form characteristic of the
dataset. In contrast, a diffusion model trained on the CIFAR dataset tends to
dissolve the image in a chaotic manner, failing to maintain the image’s inherent
shape. Additional demonstration with stable diffusion is in Appendix D.

(a) Input (b) C, t=200 (c) M, t=200 (d) C, t=400 (e) M, t=400

Fig. 4: Dissolving Transformations using different diffusion models. C and M denote
if the dissolving transformation is performed based on the diffusion models trained on
CIFAR10 or the corresponding dataset, respectively.

5.3 Rotate vs. Perm

Rotate and perm (i.e. jigsaw transformation) are reported as the most perfor-
mant shifting transformations [53]. This experiment evaluates their performances
under fine-grained settings. As shown in Tab. 4, the rotation transformation out-
performs the perm transformation for most datasets. Perm transformation per-



Dissolving Is Amplifying 13

Table 4: Using rotate or perm for shifting transformation.

Method SARS-COV-2 Kvasir-Polyp Retinal-OCT APTOS-2019

DIA-Perm 0.841±0.01 0.860±0.01 0.890±0.02 0.926±0.00
DIA-Rotate 0.851±0.03 0.813±0.03 0.944±0.01 0.934±0.00

forms better on the Kvasir dataset since the endoscopic images can be rotation-
invariant. In general, the selection of shifting transformations should ease the
categorization difficulties associated with the correct shifting distributions. Ad-
ditional results are in Appendix B.2.

5.4 The Resolution of Feature Dissolved Samples

We use feature-dissolved samples with a resolution of 32×32, which signifi-
cantly improves the anomaly detection performances. Notably, the downsample-
upsample routine also dissolves fine-grained features. This experiment investi-
gates the effects of different resolutions for feature-dissolved samples. The ex-
periments adopt 256, 128, 32 batchsizes for the resolution of 32 × 32, 64 × 64,
128 × 128, respectively. As shown in Tabs. 5 and 6, higher resolutions greatly
increase computational cost, while it can hardly boost model performances.

The variations in performance across different resolutions are attributed to
two main factors. Firstly, the size of training samples impacts this. In larger
datasets such as APTOS and Retinal-OCT, the performance degradation is
less pronounced. This is because higher-resolution diffusion models require more
training data. Secondly, the nature of discriminative features plays a role. High-
resolution images naturally contain more details. In datasets like APTOS, where
disease indicators are subtler in pixel space (e.g . hemorrhages or thinner blood
vessels), the performance drop is minimal. In fact, 64x64 resolution images even
outperform 32x32 ones for APTOS. Conversely, in datasets like Retinal-OCT,
where crucial features are more prominent in pixel space (e.g . edemas), lower-
resolution images help the model concentrate on these more apparent features.
Notably, the computational cost of higher-resolution dissolving transformations
is dramatically increased. Our results indicate that a resolution of 32x32 strikes
an optimal performance for dissolving effects and computational efficiency.

Table 5: Different resolutions for dis-
solving transformations.

Dslv.
Size

SARS
COV-2

Kvasir
Polyp

Retinal
OCT

APTOS
2019

32 0.851 0.860 0.944 0.934
64 0.803 0.721 0.922 0.937
128 0.807 0.730 0.930 0.905

Table 6: Multiply–accumulate opera-
tions (MACs) for different resolutions of
dissolving transformations. w/o denotes
no dissolving transformation applied.

Res. w/o 32×32 64×64 128×128

Params (M) 11.2 19.93 19.93 19.93
MACs (G) 1.82 2.33 3.84 9.90



14 J. Shi et al.

6 Discussion

Diffusion models work by gradually adding noise to an image over several steps,
and then a UNet is employed to learn to reverse this process. During the training
of diffusion models, the UNet learns to predict the noise that was added at each
step of the diffusion process. This process indirectly teaches the UNet about the
underlying structure and characteristics of the data in the dataset. Essentially,
the proposed dissolving transformation executes a standalone reverse diffusion
to reverse the "noise" on non-noisy input images directly. Notably, it still oper-
ates under the assumption that there is noise to be removed. Consequently, it
interprets the instance-specific fine details and textures of the non-noisy image as
noise and attempts to remove them (which we refer to as "dissolve" in our con-
text), as illustrated in Fig. 1. With non-noisy input images from a non-training
domain, the diffusion model fails to interpret the correct instance-specific fine
details and, therefore, fails to remove the correct features inside the image, as
illustrated in Fig. 4. We show additional qualitative results in Appendix D.

Medical image data is particularly suitable for the proposed dissolving trans-
formations. Different from other data domains, medical images typically feature
a consistent prior, commonly referred to as "atlas" in the medical domain, which
is an average representation of a specific patient population, onto which more de-
tailed, instance-specific (discriminative) features are superimposed. For instance,
chest X-ray images generally have a gray chest shape on a black background,
with additional instance-specific features like bones, tumors, or other patholog-
ical findings, being superimposed on top. Those instance-specific features are
interpreted by the UNet as "noise" and then removed by the reverse diffusion
process. By tuning the hyperparameter t, this process allows for the gradual
removal of the most instance-specific features, moving towards the atlas repre-
sentation of the given image. The feature-dissolved atlas representation serves
as a reference for comparison to identify clinically significant changes, while the
removed features typically contain pivotal pathological findings. Therefore, to
amplify these removed critical features, we deploy a contrastive learning scheme
to contrast a given input image and its feature-dissolved counterpart.

7 Conclusion

We proposed an intuitive dissolving is amplifying (DIA) method to support fine-
grained discriminative feature learning for medical anomaly detection. Specifi-
cally, we introduced dissolving transformations that can be achieved with a pre-
trained diffusion model. We use contrastive learning to enhance the difference
between images that have been transformed by dissolving transformations and
images that have not. Experiments show DIA significantly boosts performance
on fine-grained medical anomaly detection without prior knowledge of anoma-
lous features. One limitation is that our method requires training on diffusion
models for each of the datasets. In future work, we would like to extend our
method to enhance supervised contrastive learning and fine-grained classifica-
tion by leveraging the fine-grained feature learning strategy.
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