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Abstract. Creating a controllable and relightable digital avatar from
multi-view video with fixed illumination is a very challenging problem
since humans are highly articulated, creating pose-dependent appearance
effects, and skin as well as clothing require space-varying BRDF model-
ing. Existing works on creating animatible avatars either do not focus on
relighting at all, require controlled illumination setups, or try to recover
a relightable avatar from very low cost setups, i.e. a single RGB video,
at the cost of severely limited result quality, e.g. shadows not even being
modeled. To address this, we propose Relightable Neural Actor, a new
video-based method for learning a pose-driven neural human model that
can be relighted, allows appearance editing, and models pose-dependent
effects such as wrinkles and self-shadows. Importantly, for training, our
method solely requires a multi-view recording of the human under a
known, but static lighting condition. To tackle this challenging problem,
we leverage an implicit geometry representation of the actor with a driv-
able density field that models pose-dependent deformations and derive a
dynamic mapping between 3D and UV spaces, where normal, visibility,
and materials are effectively encoded. To evaluate our approach in real-
world scenarios, we collect a new dataset with four identities recorded
under different light conditions, indoors and outdoors, providing the first
benchmark of its kind for human relighting, and demonstrating state-of-
the-art relighting results for novel human poses.

1 Introduction

Creating a relightable and controllable virtual actor of a real person solely
from multi-view videos under static illumination is an exciting and challenging
topic that has numerous applications in virtual and augmented reality, gaming,
human-machine interaction, and content creation. However, it requires modeling
the outgoing radiance of a particular surface point on the human, which depends
on the pose-dependent and highly non-rigid surface deformation of the human
body, the complex and spatially varying materials, as well as the scene light-
ing. Intrinsically decomposing these quantities solely from multi-view video and
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Fig. 1: Our method learns a neural actor that is driven only by a 3D skele-
tal pose and allows rendering and editing of the actor’s appearance un-
der new lightning and poses not seen during training. Our approach mod-
els pose-dependent deformations, self-shadows, and performs intrinsic decomposition
of dynamic humans through a pose-dependent mapping between 3D and UV spaces,
which also enables editing the appearance and material properties at inference time.
For training, our method only needs a multi-view video and an environment map.

enabling novel compositions that are of highly photorealistic quality defines an
unsolved and challenging inverse problem in the literature.

Relighting static scenes from multi-view imagery is a well-studied prob-
lem [22,33,49,62]. However, directly applying such methods to moving humans,
which are dynamic, highly articulated, and have complex material composition,
is not trivially possible, as these approaches do not account for dynamics. On
the contrary, some works have focused on building drivable and dynamic full-
body avatars from multi-view video [32,42,54] without considering relightability
at all. Despite some works [4,11,18,36,66] assuming a well-calibrated lightstage
settings, only few human-specific works [6,17,64] try to achieve human intrinsic
decomposition and relighting from wvideos with static lights. While they are able
to recover a relightable human representation from a single RGB video, they can
solely replay the human motion under novel lighting conditions [6], or do not
model self-shadows and space-varying BRDF [17], which results in low visual
fidelity. In stark contrast, we assume a multi-view setting while accounting for
high-frequency surface deformations as well as induced high-frequency lighting
effects such as self-shadows and shading, which are indispensable for a truly
immersive experience.

To address this, we propose Relightable Neural Actor, a new method that
achieves intrinsic decomposition of dynamic human avatars, enabling pose-control,
material editing, and realistic rendering with pose-dependent effects, while solely
requiring a multi-view video of the real human under a single and static light con-
dition during training (see Fig. 1). At inference time, we only need an arbitrary
driving skeletal pose and an environment map.

We solve this challenging problem by leveraging an implicit density field
from a pose-driven neural actor and by proposing a novel intrinsic decompo-
sition guided by the implicit density field. This strategy allows our method to
model pose-dependent deformations in the geometry as dynamic maps, while
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representing the albedo and roughness properties of the actor as static maps.
Our approach not only makes the problem computationally tractable for the
long and dynamic human sequences, but also enables editing the neural actor’s
appearance and materials at inference time. Our key contribution is to sam-
ple normal and visibility from the posed density field and aggregate them into
sparse UV maps, which are then densified by the proposed NormalNet and Vis-
ibilityNet models. This allows our approach to effectively model wrinkles and
self-shadows even for long sequences. The albedo and roughness maps are opti-
mized during training and sampled by the proposed UVDeltaNet, which accounts
for pose-dependent deformations in the UV map and is intrinsically learned in
our pipeline. Finally, given an environment map and a virtual camera position,
our neural renderer produces the final image of the neural actor.

To train and evaluate our method, we collected a real-world dataset for novel
pose and novel lighting human synthesis, composed of four actors recorded under
six different light conditions by a multi-view camera setup, including indoor and
outdoor environments and a light probe for each sequence, providing the first
real in-the-wild benchmark for controllable human relighting.

To summarize, our main technical contributions are as follows: 1) The first
method to learn a relightable neural actor from multi-view video under static
lights that allows for pose control, appearance editing, and free-viewpoint render-
ing under arbitrary illumination while modeling pose-dependent effects. 2) We
propose an intrinsic decomposition of diffuse and specular reflection based on
a new approach to compute pose-dependent normals and visibility by sparsely
sampling a neural field and densifying the results with NormalNet and Visi-
bilityNet, making the problem of pose-driven human relighting tractable. Our
approach relies on a mapping between 3D and UV space implicitly learned by
UVDeltaNet, allowing us to learn an explicit and static material representation
that is easy to edit at inference time.

In our experimental evaluation, we compare our approach with two baselines
in the proposed real data benchmark, showing the superiority of our approach in
synthesizing relightable humans on challenging motion sequences. The effective-
ness of our method is demonstrated by ablation studies and qualitative results.

2 Related Work

Since the goal of this work is to build a full-body relightable and animatible
avatar, we will not discuss works [9, 10, 28, 44, 46,47, 50, 56, 58, 59] focusing on
face relighting as both settings have different requirements and challenges.

2.1 Relighting Static Scenes

Classic approaches for relighting and editing perform intrinsic decomposition
through inverse rendering [43]. With recent advances in neural rendering [51],
light transportation can be taken into account with fully differentiable rendering
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pipelines. For instance, Zhang et al. [62] address the problem of recovering geom-
etry and spatially-varying BRDF with an implicit scene representation. However,
this requires solving the light transport by evaluating the NeRF model for each
light ray, which is very inefficient. NeRV [49] and Zhang et al. [63] mitigate this
problem with a neural visibility field that is jointly optimized with the NeRF
model, and NeRD [5] adds further relaxation by ignoring cast shadows. How-
ever, this assumption cannot be made for humans, which are highly articulated
and often experience prominent self-casting shadows. Jin et al. [22] propose Ten-
sorIR, an efficient tensor-based representation that solves the inverse problem by
casting camera and secondary rays. IRON [60] proposes a two-stage process for
obtaining a mesh with material properties, and Lyu et al. [35] and NeRO [33] fo-
cus on multi-bounce illumination and reflective objects, which is usually not the
case for humans. The methods mentioned above share the assumption of a static
scene and cannot be trivially adapted to dynamic and controllable humans.

2.2 Human Models with Pose Control

Modeling humans is a long-standing topic. Traditionally, meshes from an actor
can be automatically rigged to a skeleton [7] using Linear Blending Skinning
(LBS) [27]. Parametric human models offer pose and shape control [34,41] and,
more recently, implicit human bodies can be articulated [3,37,38]. Such mod-
els offer a generic and controllable representation, but are unable to represent
individual details. Template-based methods synthesize a realistic level of de-
tails [14,15,21], but have to deal with non-linear pose-dependent deformations.

Several approaches model appearance and geometry with an implicit field
anchored on a coarse human mesh. Neural Body [42] optimizes latent vectors
anchored in the vertices of the human mesh and Neural Actor [32] incorporates
texture maps as a conditioning to break down the mapping from pose to dynamic
effects (one-to-many mapping). ARAH [54] models the human surface with an
SDF, Dual-Space NeRF [65] learns the color and light in separate spaces, and
Kwon et al. [24] propose an approach that generalizes to new identities and poses.
Shyshey et al. [48] jointly learn textures and a neural renderer but fall short in
reconstructing the 3D human body. A few works [20,57] approach a restrictive
scenario of reconstructing 3D humans from a monocular video but fail to model
fine details under new poses. Common to all these type of methods [12,13, 25,
40| is the entanglement of material properties and illumination, making them
restricted to the same appearance as observed during training.

2.3 Relighting Human Models

Only a few methods in the literature tackle the problem of relighting humans
from videos under static illumination. Li et al. [29] create a relightable human
mesh by estimating a low-frequency environment using Spherical Harmonics.
Some approaches target the problem of single-image [19] and static pose [64]
relighting under unknown lights, which is an extremely ill-posed problem due
to the high ambiguity between albedo and lighting. RelightingdD [6] extends
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Neural Body [42] to estimate geometry and reflectance, but can only replay the
same sequence observed during training under new lights and is not able to
generate new poses. RANA [17] allows for pose control but assumes Lambertian
reflectance, ignoring different material properties such as skin and clothes, and
does not model cast shadows, resulting in unrealistic renderings for articulated
humans. In contrast, our method performs intrinsic decomposition with space-
varying BRDF, models illumination and self-shadows, allows for pose control
and novel lights, and offers an easy manner to edit the material properties of the
learned neural actor.

3 Method

Our goal is to learn a digital human avatar (neural actor) from RGB images
that models pose-dependent effects and can be relighted, pose-controlled, and
rendered from novel viewpoints at test time. To achieve relighting, we decom-
pose the observed appearance into normals, visibility with respect to each light
source, and BRDF represented as albedo and roughness. With these compo-
nents and an environment map, we employ the microfacet model [52] to render
the output image of our method, which is compared to the observed images. In
addition—since we target a drivable actor—the geometry components need to
be controllable by the skeletal pose.

Fig. 2 shows an overview of our method divided into three main components.
The first is a pose-driven implicit geometry model, where the goal is to obtain a
skeleton-controllable implicit 3D density field that models the geometry of the
actor with pose-dependent deformations. This model is adapted from Neural Ac-
tor [32] and is depicted here since our approach builds upon its internal design.
Note that Neural Actor does not perform intrinsic decomposition and is unable
to perform relighting or appearance editing, which is our main goal. The second
component is our proposed intrinsic decomposition approach whose goal is to
disentangle geometry represented as normal and visibility information, and ma-
terial properties as albedo and roughness. Our key insight is to represent these
components in UV space rather than in 3D coordinates, using the density field
as guidance in the mapping function between 3D and UV spaces. This allows
our method to model complex deformations that are pose-dependent in a com-
pact UV map that can be easily computed and queried. Finally, we integrate
the microfacet model [52] into our rendering pipeline that takes as input the
disentangled components (i.e., normal, visibility, albedo, and roughness) and an
environment map, and renders the image of the neural actor in an arbitrary pose
and light condition from a free-viewpoint.

3.1 Preliminaries

Human Pose and Environment Map. Our method takes as input a 3D
articulated human skeleton pose Py = {6;, R;, T;}, defined by the relative joint
rotation @ € R7*3 of J body joints, the global rotation R € R3*3, and global
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Fig. 2: Our method takes as input a 3D skeletal pose and a static environment map,
and renders the neural actor from a virtual camera position. The pose-driven geometry
(Sec. 3.1) learns an implicit density function, from which we compute the normal
and visibility information. Our intrinsic decomposition disentangles normal, visibility,
albedo and roughness maps in UV space (Sec. 3.2). The neural renderer (Sec. 3.3)
outputs our prediction, which is supervised with the reference image. Yellow represents
learnable components and green non-learnable components.

translation T € R? of the person at frame ¢. The 3D pose can be used to drive a
coarse human mesh with linear blending skinning (LBS) [34]. We represent the
global lights as an environment map L € R'6%32X3 which can be obtained from
HDR images of a mirror sphere [8]—see the supplement for more details. The
environment map can be static during training and changed during inference to
render results under novel illumination.

Training Data. During training, our method is supervised with multi-view
calibrated video streams V. = {I..}, where c € {1,...,C} is the camera index
and I.; is the image from camera c at frame t. We obtain a foreground mask
M., for each video frame [30]. The coarse human mesh and 3D skeletons can
be obtained with multi-view pose tracking [1]. The input 3D skeletons drive the
LBS model to obtain posed human meshes used to extract texture maps from
the multi-view images [2]. These texture maps are used during training to learn
pose-dependent deformations on the implicit human model. At inference time,
a V2V [55] network predicts texture maps from posed normal maps [32].

Implicit Human Model. For realistically relighting articulated avatars, we
need to model human geometry with deformations caused by dynamic and var-
ied poses. Therefore, we follow Neural Actor [32] to represent the pose-driven
geometry as an implicit field guided by the 3D skeletal pose parameters and
conditioned by texture maps, which provide the ability to model high-frequency
deformations. Specifically, a standard NeRF model [39] is optimized through
volumetric rendering in the canonical space of the coarse human mesh and the
canonical space is deformed based on ResNet [16] features extracted from the
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texture maps, which provide the ability to represent detailed wrinkles and defor-
mations not modeled by the coarse mesh. During optimization, from each pixel
in the reference images we cast a ray r, = o+ d,d, where n = 1,... N is the
index of each point in the ray, o € R3 is the origin defined in the optical center
of the camera, d € R? is the ray direction, and d,, is the depth (distance to the
camera). The sampled points r,, are projected to the mesh surface, resulting in
the local coordinates (uyn,vn, hy), where (u,v) is the surface coordinate in the
UV space and h is the signed distance to the mesh.

3.2 Neural Intrinsic Decomposition

At the core of our method, we perform intrinsic decomposition to obtain the
normal, visibility, albedo, and roughness components, required for rendering the
neural actor under new light conditions. Specifically, for each point in each ray
cast into the scene we want to obtain the normal direction n € R?, the visibility
coefficients v € R!? respective to each light source in the environment map, the
RGB albedo a € R3, and the scalar roughness p. The normal and visibility values
can be computed from the geometry model. However, computing the visibility of
each point in 3D with respect to the light sources is computationally intractable
for a dynamic and long sequence, since for every point in 3D and for every
frame, several rays have to be cast towards each pixel of the environment map.
Therefore, we propose a different approach.

We notice that the intrinsic decomposition is only relevant for points close
to the surface. Since the coarse human mesh provides a mapping from the mesh
surface to UV space and the implicit human model provides a density field
that models the geometry of the actor, we propose an aggregation strategy that
samples normal and visibility from a given point of view (therefore, only a few
points are sampled in 3D) and aggregates the obtained values in a per-frame UV
map. Once we obtain the normal and visibility in UV space for a given pose, we
can simply query the values by projecting the sampled 3D point r,, into the UV
space, preventing our method from the expensive computation of normal and
visibility at every possible 3D coordinate over multiple frames. We next explain
this approach in more detail.

Normal Maps. For each point in a ray, we want to obtain the normal value
that will be required for solving the rendering equation during relighting (will be
introduced in Sec. 3.3). This value could be obtained by computing the gradient
from the neural field [62]. However, this process requires back-propagating gra-
dients throughout the entire network and often results in noisy normals. Instead,
we explicitly compute the normal vector close to the visible surface by deriving
the unbiased depth D [53]:

. ZN:1 Wy 6p . 5
D(r) = Z251="2 with w, = T, (1 - exp (~0ud,)) (1)
Zn:l Wn,
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where T}, = exp (— Z;lz_ll ajgj), wy, is the density weight from volumetric ren-
dering [39], and o, is the density predicted by the NeRF model at point r,,.
Then, as illustrated in Fig. 3, we
convert the depth values relative to
the camera to 3D coordinates and ob-
tain the normal direction from the
tangent surface computed at the in-
tersection point, defined as the maxi-
mum value of the density weight w,,.
This process can be performed for
multiple viewpoints to cover the sur-

Normal

Depth map

Fig. 3: The unbiased depth from Eq. (1) is
projected into 3D coordinates, where we ap-
proximate the tangent surface at the inter-
face of the human. secting point and obtain the normal vector.
Once the normal values are ob- Normals are sampled from multiple view-
tained in 3D, we project them to the points and aggregated in the UV map.
UV map and aggregate them with the
obtained normals from different views. In this process, the (u*,v*) coordinate
where the obtained normal will be projected onto the UV map is defined by

(u*,v*) =¥(r}), withr] = argmaxw,, (2)
Ty
where ¥ is a function that projects a 3D point to the closest surface point in
the human mesh. Note that w,, depends on the sampled points r,, (from T, in
Eq. 1) and (u*,v*) corresponds to the (uy,v,) value obtained from the point r,,
on the ray that has the largest density weight w,,. This process ensures that the
normal map obtained aggregates the normals most likely close to the surface.
In this process, the resulting UV map can be sparse, which is undesirable for
free-viewpoint rendering. Thus, the NormalNet is used to inpaint the missing
normals in UV space. This lightweight CNN is implemented with 8 layers of par-
tial convolutions [31], takes as input sparse normal maps with size 512x512x 3,
and predicts a dense normal map (see Fig. 2). During training, NormalNet is
supervised with densely sampled normal maps from the training data.

Visibility Maps. The visibility information is necessary to model pose-dependent
shadows in the neural avatar, without which it is not possible to produce realis-
tic relighting results. A naive approach for obtaining the visibility for each point
in 3D would require querying the neural field thousands of times while casting
rays from the intersecting point to all the light sources, which is prohibitive
during training. In contrast, in our approach we efficiently encode visibility of
each point in 3D close to the surface by applying an approximate mapping to UV
space. Specifically, we pre-compute the visibility maps for each pose by sampling
multiple camera views and aggregate the results in UV map following Eq. (2).
The resulting visibility maps with size 256 x 256 x 512 encode the visibility in-
formation w.r.t. each light source in the environment map (represented by 512
individual lights). Similarly to the computation of normal maps, this process
results in sparse visibility maps, which are inpainted by the VisibilityNet (as
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shown in Fig. 2). This shallow CNN takes as input sparse visibility and normal
maps, as the visibility highly depends on normals (e.g. the visibility is always
zero for the backlight source), and is trained with densely sampled visibility from
the training sequence. See the suplement for archtecture details.

Albedo and Roughness Maps. As discussed above, the normal and visibility
components can be computed from the density field by using UV maps as prox-
ies. However, the albedo and roughness properties cannot be directly obtained
from the pre-trained Neural Actor model, since it predicts radiance which is
the product of the rendering equation. Instead, we want to learn a decomposed
representation. In intrinsic decomposition, the material properties are commonly
optimized via differentiable rendering. Hence, we optimize the albedo and rough-
ness of the neural actor by leveraging a differentiable renderer (Sec. 3.3) and by
imposing priors through our design.

The material properties of an actor should not depend on the pose and
should be efficiently encoded to enable fast computations and editing. There-
fore, we model albedo and roughness as static UV maps, respectively defined
as A € R1024x1024x3 anq B ¢ R1024x1024 These tensors are jointly optimized
for the whole training sequence and regularized with an L1 loss on the spatial
gradients, which encourages smoothness in both maps:

Lsmooth = %Z IV (A)] + [Vy(A) +[Va(B)| +[Vy(B)], ®3)

where V, and V, represent the spatial gradient operators.

Nonetheless, by assuming a material representation that does not depend
on the skeletal pose, we still have to cope with intrinsic mesh registration er-
rors. Such registration errors could cause blurry results or artifacts in the final
renderings. To cope with this problem, we propose a corrective term to the
UV mapping, which is predicted by the UVDeltaNet, as shown in Fig. 2. The
UVDeltaNet is an MLP that takes as input the local coordinates (u,v,h) for
each point on the ray and the sampled texture features ¥, and outputs a correc-
tive term € = (u/,v’). The texture features are necessary to provide additional
information, since the local coordinates alone cannot account for deviations in
the mesh registration.

Initially, UVDeltaNet is frozen and outputs zeros. After the initial conver-
gence of A and B, UVDeltaNet is indirectly supervised by the rendering loss
and regularized with:

Lov= 3 3¢ +9.(6)] + [V, (@)l (@

which minimizes the magnitude of the deformation and encourages its spatial
gradient to be sparse, i.e., it makes the UV deformation spatially coherent.

3.3 Neural Renderer

The third part of our method is our neural renderer, which takes the disentangled
components as normal, visibility, albedo, and roughness; integrates the lights
from the environment map, and outputs the rendered image.
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Our neural renderer starts by recasting the ray r with importance sampling
around the estimated depth value D. Thus, all the points r,, are most likely close
to the surface. For each sampled point in the ray, we obtain the normal direction
n, and the visibility values wv,, by interpolating the normal and visibility maps
in UV around the point (uy,,v,) = ¥(r,). The albedo a,, and roughness p,, are
obtained by interpolating the albedo and roughness maps in UV around the point
(Up, + uly, vy + v),), 1.e., following the deformation predicted by UVDeltaNet.

Before rendering the final image of the posed neural actor, we consider the
light transport equation defined as

Lo(rn, wo) = Y R(@an, pn, wi, wo)vn iL(wi) (wim,), (5)

2

where R(:) is the microfacet BRDF model [52], wy and w; are the camera and
the light source directions, respectively, v, ; is the visibility of point r,, w.r.t.
the ith light source, and L(w;) is the incoming light from the environment map.
Eq. (5) is defined for a single point r, on the ray and is integrated into our
volume rendering as

B N
I(r) = > wpLo(rn, wo), (6)

where I is the output image of the relighted neural actor.
During training, our relightable model is supervised with the following loss:

»Crelight = )\LZCL2 + )\vggﬁvgg + )\smooth»csmooth + Euvv (7)

where L1, and Lz, are the L2 and the perceptual losses [26] between i(r) and
the reference image. The hyperparameters are defined as A = 100, Ayge = 0.01,
and Agmooth = 0.1 in all our experiments.

4 Relightable Dynamic Actors Dataset

Existing datasets for human reenactment and relighting are often monocular |2,
17], contain very short sequences with only a few pose variations, and do not
provide environment maps [2,17,32,42]. Hence, we cannot use them for evaluation
under realistic scenarios with real ground truth. In addition, we observe that the
only existing synthetic dataset for human relighting and pose control [17] suffers
from artifacts in the geometry and salt-and-pepper noise in the renderings.
With these shortcomings in mind, we collect a new real dataset, which we
call Relightable Dynamic Actors, with four identities performing a series of ten
different actions (Fig. 4). Each subject is recorded six times wearing the same
clothes but under different light conditions, including indoor and outdoor, where
we used around 100 and eight cameras, respectively. For each sequence, we also
capture HDR light probes, which can be used for training or testing. In total, our
dataset contains around 90k multi-view video frames divided into 24 multi-view
video sequences. We refer to the supplemental document for more details.
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Fig. 4: Relightable Dynamic Actors dataset. For each actor, we recorded six sequences
under different light conditions, including five indoor sequences and one outdoor. En-
vironment maps were obtained from HDR pictures of a mirror sphere.

5 Experiments

In this section, we provide an experimental evaluation of our method on the Re-
lightable Dynamic Actors dataset and show qualitative and quantitative results.
Please refer to the supplementary video for dynamic results on long sequences.

5.1 Evaluation

Metrics. For quantitative evaluation, we report results on the PSNR, SSIM
and LPIPS metrics [61], comparing the rendered relight results with the ground-
truth images from our dataset. Importantly, our work is the first to be able to
report such metrics on a real dataset since no previous dataset in the literature
provided a real human recorded under different and known light conditions.

Baselines. Since the only method in the literature capable of reposing a human
under new light conditions does not provide implementation [17], and Relight-
ing4D [6] is not able to perform inference for new poses, we defined two base-
lines for a fair comparison. Our baselines are derived from Neural Actor [32] and
adapted to perform intrinsic decomposition based on the obtained normal and
visibility information, as discussed in Sec. 3.2. However, instead of using Normal-
Net and VisibilityNet to obtain these components, we densely sample the neural
field and perform morphological inpainting to obtain dense UV maps. The first
baseline, referred to as Neural Actor+IR, predicts the albedo and roughness
components instead of RGB color directly from the deformed canonical space
x, = (2,9,2) (see Fig. 2). The second baseline, Neural Actor+IR+ Tex, takes
as input the texture features ¢ as a conditioning for predicting the albedo and
roughness values. In both cases, the predictor is a NeRF MLP with 8 layers.

Implementation Details. Our model is trained in a three-stage process. First,
we train the geometry component (Sec. 3.1) with the Adam [23] optimizer with
a learning rate of 0.001 until convergence, which takes about two days on four
NVidia A40 GPUs. Then, we pre-train the NormalNet and VisibilityNet with
pre-computed normal and visibility UV maps sampled from the geometry model
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Fig. 5: Qualitative results of our method on novel poses. Our approach generalizes to

both indoor and outdoor illumination, and generates realistic renderings for arbitrary
environment maps with detailed shadows and pose-dependent deformations.

from 40 different views. Both networks are trained in parallel using Adam with
a learning rate of 0.01 for about 12 hours. Finally, we train our intrinsic decom-
position model with the same optimizer until convergence, which takes about
one day. Since the obtained environment maps are up to factor of scale [8], we
apply global color correction during training and evaluation. The predicted tex-
ture maps are obtained with a V2V model [55] trained (in parallel to our model)
to translate a sequence of SMPL normal maps into a sequence of texture maps.
Please refer to our supplementary materials for architecture details.

5.2 Results

Qualitative Results. In Fig. 5, we show qualitative results of our method. Our
results are all from a trained model driven by a new skeletal pose, new camera
viewpoint, and new environment map not seen during training. Note how our
approach produces realistic appearance and prominent cloth wrinkles, which
can be easily observed under different light conditions. Importantly, notice how
our results look realistic under novel lights, even though our model is trained on
a single sequence under a static light condition.

Table 1: Quantitative results from our method on real data, subject S1, considering in-
door and outdoor scenes. Our method consistently improves the baselines, especially in
outdoor scenarios, where the gap between training and test lights is more pronounced.

Method T2 T3 T4 T5 T6 (outdoors)
PSNR 1 SSIM t LPIPS .L‘PSNR 1 SSIM t LPIPS ,L‘PSNR 1 SSIM 1 LPIPS L‘PSNR 1 SSIM 1 LPIPS ,L‘PSNR 1 SSIM t LPIPS |
Neural Actor+IR 17.522  0.750  0.181 | 17.473 0.768 0.178 | 17.745 0.767 0.171 | 18.244 0.768 0.175 | 18.355 0.710  0.203
Neural Actor+IR+Tex 18.175 0.778  0.164 | 17.799 0.790 0.167 | 18.132 0.785 0.167 | 18531 0.789 0.166 | 18.704 0.737  0.186
Ours 18.602 0.792 0.163 |18.240 0.800 0.169 |18.388 0.800 0.164 |18.820 0.800 0.165 |19.461 0.753 0.173

In Fig. 6, we show results from our intrinsic decomposition. Note that our
normal representation nicely captures the geometry details and the visibility.
This is important to obtain an albedo that does not contain baked-in lighting
effects, e.g. shadows, as can be observed from our results.
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Normal Visibility (average) Albedo Roughness Relighting
Fig. 6: Results from our intrinsic decomposition. Our method provides detailed nor-

mals and visibility (averaged for visualization), and plausible albedo and roughness
predictions that enable realistic relighting.

Another important and unique character-
istic of our method is the ability to model self-
shadows and cloth wrinkles. In Fig. 7, we show
results from two subjects, where a “sunrise”
light probe was used to produce cast shadows.
Note how pose-dependent effects are consis-

tent with the mostly directional illumination. @ ﬁ /ﬁ

A\
4

Comparisons. We evaluated our method on

the test sequences from our dataset. Specif-

ically, we compare against two baselines in

the indoor sequences (T2-T5) and outdoor se-

quence (T6) of subject S1 in every 10th frame,

which sums up to 4000 evaluation frames. In

Tab. 1 we show, for the first time, quantita- Fig.7: Our method models pose-
tive results of real human relighting under new dependent effects and cast shad-
poses and new light conditions. Our approach ©WS; as can be observed from our
consistently improves upon the two baselines. results under the “sunrise” light.

Ablation. In Tab. 2, we show an ablation with different components of our
method. Compared to our baseline (Neural Actor+IR), learning the albedo and
roughness as UV maps guided by the neural field significantly improves the
performance on relighting and reposing. This is because, in the baselines, the
albedo and roughness are under-constrained and can possibly embed shading ef-
fects, overfitting to the training data. The NormalNet and VisiblityNet provide
additional capacity to the model to learn how to inpaint the sampled UV maps.
Note that without these two models our results are computed using morpho-
logical region growth in the UV maps. Finally, the UVDeltaNet provides more
flexibility to the albedo and roughness representation, accounting for fine de-
tails. This can be observed in the improvement in the LPIPS metric in the last
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row of Tab. 2. Nonetheless, this also means more capacity to overfit the training
sequences, which translates into a small decrease in the PSNR metric.

Table 2: Ablation study with different components
of our method. The proposed intrinsic decompo-
sition with static albedo and roughness maps sig-
nificantly improves over the baseline, and the pro-
posed NormalNet and VisibilityNet further improve
the results while enabling free-viewpoint rendering.
UVDeltaNet provides more realistic results (LPIPS
metric) with a small sacrifice in the PSNR.

Indoors (S1,T2) Outdoors (S1,T6)

5.3 Applications

An important characteristic
of our approach is our static
representation in UV for the
albedo and roughness. This
allows exciting and new ap-
plications such as color and

Method

material editing of an animat- PSNR 1 SSIM + LPIPS | PSNR 4 SSIM 1 LPIPS |
able and relightable neural ac-  Baseline 17522 0.750 0181 18355 0.710  0.203

. . | Albedo/Rough. Maps 18.334 0.789  0.168 19341 0.747  0.181
tor, as shown in Fig. 8 and in ¢ "% I 18.634 0.792 0.173 19.704 0.760 0.180

Fig. 1. With a simple edit in ~ +UVDeltaNet (Ours) 18.602 0.792 0.163 19461 0.753 0.173
the obtained albedo or rough-

ness 2D map, we can insert new textures or new materials and render the edited
neural actor under new poses, new viewpoints, and new light conditions.

6 Limitations E % © f oo

This work focuses on visual fidelity,
and representations faster than NeRF
could be tested in our framework in
future. Moreover, like several previous Ref.Image  Albedo Editing
techniques for the free-viewpoint ren-
dering of humans and avatar genera-
tion [32,45], the proposed method can
currently only deal with tight cloth-
ing due to the coarse geometry regis-
tration. The coarse mesh registration
can also negatively affect the fine details in the face and hand synthesis.

Religihting and Novel Pose

Fig.8: Our method allows editing the
material properties and simultaneously
performing skeletal pose control, free-
viewpoint rendering, and relighting of the
edited neural actor.

7 Conclusion

We conclude that the proposed method for the free-viewpoint rendering of hu-
mans enables simultaneous relighting, material editing, and pose control at test
time while requiring a single multi-view video sequence with static illumina-
tion during training. Our method demonstrates functionality that no competing
method making the same assumptions at training time (i.e. from multi-view
RGB video inputs only) can provide. We hope that our method and the pro-
posed dataset will provoke further research in this exciting field, bringing the
neural rendering of humans to a new qualitative level and paving the way for
next-generation metaverse applications.
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