Factorizing Text-to-Video Generation by Explicit
Image Conditioning

Rohit Girdhar®*, Mannat Singh®*, Andrew Brown*, Quentin Duval*,
Samaneh Azadi*, Sai Saketh Rambhatla, Akbar Shah, Xi Yin, Devi Parikh,
Ishan Misra*

https://emu-video.metademolab.com/

GenAl, Meta

Fig.1: EMU VIDEO can generate high quality and temporally consistent videos while
using a text prompt as input (top two rows), or an additional user-provided image
(bottom row). Prompts: (top-left) A fox dressed in a suit dancing in a park, (top-right)
The sun breaks through the clouds from the heights of a skyscraper, (middle-left): A
bear is giving a presentation in the classroom, (middle-right): A 360 shot of a sleek
yacht sailing gracefully through the crystal-clear waters of the Caribbean, (bottom-
left): A ship driving off the harbor, (bottom-right): The dinosaur slowly comes to life.
In the bottom two examples, a user-image is provided as an additional conditioning
(shown in a blue border) and brought to life by EMU VIDEO. The first one is a historical
picture of the RMS Titanic departing from Belfast, Northern Ireland; and the second is
a picture of a Tyrannosaurus rex fossil. Please see the website linked above for videos.

Abstract. We present EMU VIDEO, a text-to-video generation model
that factorizes the generation into two steps: first generating an image
conditioned on the text, and then generating a video conditioned on
the text and the generated image. We identify critical design decisions—
adjusted noise schedules for diffusion, and multi-stage training—that en-
able us to directly generate high quality and high resolution videos, with-
out requiring a deep cascade of models as in prior work. In human eval-
uations, our generated videos are strongly preferred in quality compared
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to all prior work—81% vs. Google’s Imagen Video, 90% vs. Nvidia’s PY-
0OCO, and 96% vs. Meta’s Make-A-Video. Our model outperforms com-
mercial solutions such as RunwayML’s Gen2 and Pika Labs. Finally, our
factorizing approach naturally lends itself to animating images based on
a user’s text prompt, where our generations are preferred 96% over prior
work.

1 Introduction

Large text-to-image models [17,21,28,35,55,62| trained on web-scale image-text
pairs generate diverse and high quality images. While these models can be further
adapted for text-to-video (T2V) generation [6,30,35,41,68] by using video-text
pairs, video generation still lags behind image generation in terms of quality and
diversity. Compared to image generation, video generation is more challenging
as it requires modeling a higher dimensional spatiotemporal output space while
still being conditioned only on a text prompt. Moreover, video-text datasets are
typically an order of magnitude smaller than image-text datasets [17,35,68|.

The dominant paradigm in video generation uses diffusion models [35, 68]
to generate all video frames at once. In stark contrast, in NLP, long sequence
generation is formulated as an autoregressive problem [11]: predicting one word
conditioned on previously predicted words. Thus, the conditioning signal for each
subsequent prediction progressively gets stronger. We hypothesize that strength-
ening the conditioning signal is also important for high quality video generation,
which is inherently a time-series. However, autoregressive decoding with diffu-
sion models [75] is challenging since generating a single frame from such models
itself requires many iterations.

We propose EMU VIDEO to strengthen the conditioning for diffusion based
text-to-video generation with an explicit intermediate image generation step.
Specifically, we factorize text-to-video generation into two subproblems: (1) gen-
erating an image from an input text prompt; (2) generating a video based on
the stronger conditioning from the image and the text. Intuitively, giving the
model a starting image and text makes video generation easier since the model
only needs to predict how the image will evolve in the future.

Since video-text datasets are much smaller than image-text datasets, we ini-
tialize [6,68] our T2V model using a pretrained text-to-image (T2I) model whose
weights are frozen. Unlike direct T2V methods [35,68], at inference, our factor-
ized approach explicitly generates an image, allowing us to easily retain the visual
diversity, style, and quality of the text-to-image model (see Figure 1). This al-
lows EMU VIDEO to outperform direct T2V methods, even when accounting for
the same amount of training data, compute, and trainable parameters.
Contributions. We show that text-to-video (T2V) generation quality can be
greatly improved by factorizing the generation into first generating an image and
using the generated image and text to generate a video. We identify critical de-
sign decisions—changes to the diffusion noise schedule and multi-stage training—to
efficiently generate videos at a high resolution of 512px bypassing the need for
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Fig.2: EMU VIDEO wvs. prior work in text-to-video in terms of video quality and
text faithfulness win-rates evaluated by majority score of human evaluator preferences.
Since most models from prior work are not accessible, we use the videos released by
each method and their associated text prompt. The released videos are likely the best
generations and we compare without any cherry-picking of our own generations. We
also compare to commercial solutions (Gen2 [54] and PikaLabs [47]) and the open
source model CogVideo [41] and ModelScope [77] using the prompt set from [6]. EMU
VIDEO significantly outperforms all prior work across both metrics.

a deep cascade of models used in prior work [35,68]. We design a robust human
evaluation scheme-JUICE—where we ask evaluators to justify their choices when
making the selection in the pairwise comparisons of video generations. Figure 2
shows that EMU VIDEO significantly surpasses all prior work including com-
mercial solutions: an average win rate of 91.8% for quality and 86.6% for text
faithfulness. Beyond T2V, EMU VIDEO can be used out-of-the-box for image-to-
video where the model generates a video based on a user-supplied image and a
text prompt. In this setting, EMU VIDEO’s generations are preferred 96% of the
times over VideoComposer [78].

2 Related Work

Text-to-Image (T2I) diffusion models. Diffusion models [69] are a state-of-
the-art approach for T2I generation, and out-perform prior GAN |[8,43, 66| or
auto-regressive methods [1,23,29,60]. Diffusion models learn a data distribution
by gradually denoising a normally distributed variable, often called ‘noise’, to
generate the output. Prior work either denoises in the pixel space with pixel
diffusion models [19,36,37,56,59,63], or in a lower-dimensional latent space with
latent diffusion models [17,62]. In this work, we leverage latent diffusion models
for video generation.

Video generation/prediction. Many prior works target the constrained set-
tings of unconditional generation, or video prediction [45, 46, 53]. These ap-
proaches include training VAEs [4,5,18], auto-regressive models [25,41,42,61,83],
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Fig. 3: Factorized text-to-video generation involves first generating an image I
conditioned on the text p, and then using stronger conditioning—the generated image
and text—to generate a video V. To condition our model F on the image, we zero-pad
the image temporally and concatenate it with a binary mask indicating which frames
are zero-padded, and the noised input.

masked prediction [27,32,88], LSTMs [67,79], or GANs [2,9, 16, 76]. However,
these approaches are trained/evaluated on limited domains. In this work, we
target the broad task of open-set T2V generation.

Text-to-Video (T2V) generation. Most prior works tackle T2V generation
by leveraging T2I models. Several works take a training-free approach [40, 44,
49,90] for zero-shot T2V generation by injecting motion information in the T2I
models. Tune-A-Video [81] targets one-shot T2V generation by fine-tuning a T2I
model with a single video. While these methods require no or limited training,
the quality and diversity of the generated videos is limited.

Many prior works instead improve T2V generation by learning a direct map-
ping from the text condition to the generated videos by introducing temporal
parameters to a T2I model [6, 30, 33, 39,41, 48, 72,74, 75, 80, 84, 86]. Make-A-
Video [68] utilizes a pre-trained T2I model [59] and the prior network of [59] to
train T2V generation without paired video-text data. Imagen Video [35] builds
upon the Imagen T2I model [63] with a cascade of diffusion models [37,39]. To
address the challenges of modeling the high-dimensional spatiotemporal space,
several works instead train T2V diffusion models in a lower-dimensional latent
space [3,6,24,30,31,34,82], by adapting latent diffusion T2I models. Blattmann et
al. [6] freeze the parameters of a pre-trained T2I model and train new temporal
layers, whilst Ge et al. [30] build on [6] and design a noise prior tailored for T2V
generation. The limitation of these approaches is that learning a direct map-
ping from text to the high dimensional video space is challenging. We instead
strengthen our conditioning signal by taking a factorization approach. Unlike
prior work that enhancing the conditions for T2V generation including lever-
aging large language models (LLMs) to improve textual description and under-
standing [24,40,50], or adding temporal information as conditions [14,78,85,90],
our method does not require any models to generate the conditions as we use
the first frame of a video as the image condition.

Factorized generation. The most similar works to EMU VIDEO, in terms of
factorization, is CogVideo [41] and Make-A-Video [68]. CogVideo builds upon the
pretrained T2 model [20] for T2V generation using auto-regressive Transformer.
The auto-regressive nature is fundamentally different to our explicit image con-
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ditioning in both training and inference stages. Make-A-Video [68] leverages the
image embedding condition learnt from a shared image-text space. Our factor-
ization leverage the first frame as is, which is a stronger condition. Moreover,
Make-A-Video initializes from a pretrained T2I model but finetunes all the pa-
rameters so it cannot retain the visual quality and diversity of the T2I model
as we do. Stable Video Diffusion [7] is a concurrent work that introduces similar
factorization as ours for T2V generation.

3 Approach

The goal of text-to-video (T2V) generation is to construct a model that takes as
input a text prompt p to generate a video V consisting of 7' RGB frames. Recent
methods [6,30,35,68] directly generate the T' video frames at once using text-only
conditioning. Our approach builds on the hypothesis that stronger conditioning
by way of both text and image can improve video generation (cf. § 3.2).

3.1 Preliminaries

Conditional Diffusion Models [36, 69] are a class of generative models that are
trained to generate the output using a conditional input ¢ by iteratively denoising
from gaussian noise. At training time, time-step ¢ € [0, N] dependent gaussian
noise €; ~ N(0,1) is added to the original input signal X to obtain a noisy
input X; = ;X + /1 — o €;. oy defines the “noise schedule”, i.e., noise added
at timestep ¢t and IV is the total number of diffusion steps. The diffusion model
is trained to denoise X; by predicting either €;, X, or vy = e — /1 — ;X
(called v-prediction [65]). The signal-to-noise ratio (SNR) at timestep ¢ is given
by (ﬁ‘—;f)2 and decreases as t — N. At inference, samples are generated by
starting from pure noise Xy ~ N(0,1) and denoising it. Note that at inference
time X has no signal, i.e., zero SNR which has significant implications for
video generation as we describe in § 3.2.

3.2 EwMmuU VIDEO

We factorize text-to-video generation into two steps (1) generating the first frame
(image) given the text prompt p and (2) generating 7" frames of a video by lever-
aging the text prompt and the image conditioning. We implement both steps
using a latent diffusion model F, illustrated in Figure 3. We initialize F with a
pre-trained text-to-image model to ensure that it is capable of generating images
at initialization. Thus, we only need to train F to solve the second step, i.e.,
extrapolate a video conditioned on a text prompt and a starting frame. We train
F using video-text pairs by sampling a starting frame I and asking the model to
predict the T frames using both the text prompt p and the image I conditioning.
We denote a video V consisting of T RGB frames of spatial dimensions H', W’
as a 4D tensor of shape T'x 3 x H' x W'. Since we use latent diffusion models, we
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first convert the video V into a latent space X € RT*CXHXW yging a image au-
toencoder applied frame-wise, which reduces the spatial dimensions. The latent
space can be converted back to the pixel space using the autoencoder’s decoder.
The T frames of the video are noised independently to produce the noised input
X}, which the diffusion model is trained to denoise.

Image conditioning. We condition on the starting frame, I, by concatenating
it with the noise. Our design allows the model to use all the information in I
unlike [68, 78] that lose image information by conditioning on a semantic embed-
ding. We represent I as a single-frame video (T' = 1) and zero-pad it to obtain a
T x C x H x W tensor. We use a binary mask m of shape T' x 1 x H x W that
is set to 1 at the first temporal position to indicate the position of the starting
frame, and zero otherwise. The mask m, starting frame I, and the noised video
X; are concatenated channel-wise as the input to the model.

Model. We initialize our latent diffusion model F using the pretrained T2I
model [17]. Like prior work [68], we add new learnable temporal parameters: a
1D temporal convolution after every spatial convolution, and a 1D temporal at-
tention layer after every spatial attention layer. The original spatial convolution
and attention layers are applied to each of the T frames independently and are
kept frozen. The pretrained T2I model is text conditioned and combined with
the image conditioning (above), F is conditioned on both text and image.
Zero terminal-SNR noise schedule. We found that the diffusion noise sched-
ules used in prior work [17,62] have a train-test discrepancy which prevents high
quality video generation (reported for images in [13,51]). At training, the noise
schedule leaves some residual signal, i.e., has non-zero signal-to-noise (SNR) ra-
tio even at the terminal diffusion timestep V. This prevents the diffusion model
from generalizing at test time when we sample from random gaussian noise with
no signal about real data. The residual signal is higher for high resolution video
frames, due to redundant pixels across both space and time. We resolve this
issue by scaling the noise schedule and setting the final oy = 0 [51], which leads
to zero SNR at the terminal timestep N during training too. We find that this
design decision is critical for high resolution video generation.

Interpolation model. We use an interpolation model Z, architecturally the
same as JF, to convert a low frame-rate video of T frames into a high frame-
rate video of T}, frames. The interpolation model operates on T, x C'x H x W
inputs/outputs. For frame conditioning, the input 7" frames are zero-interleaved
to produce T}, frames, and a binary mask m indicating the presence of the T
frames are concatenated to the noised input (similar to the image conditioning
for F). The model is trained on video clips of T}, frames of which T frames are
fed as input. For efficiency, we initialize Z from F and only train the temporal
parameters of the model Z for the interpolation task.

Simplicity in implementation. EMU VIDEO can be trained using standard
video-text datasets, and does not require a deep cascade of models, e.g., 7 models
in [35], for generating high resolution videos. At inference, given a text prompt,
we run J without the temporal layers to generate an image I. We then use I
and the text prompt as input to F to generate T video frames, directly at high
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resolution. We can increase the fps of the video using Z. Since the spatial layers
are initialized from a pretrained T2I model and kept frozen, our model retains
the conceptual and stylistic diversity learned from large image-text datasets, and
uses it to generate I. This comes at no additional training cost unlike [35] that
jointly finetune on image and video data to maintain such style. Many direct
T2V approaches [6,68] also initialize from a pretrained T2I model and keep the
spatial layers frozen. However, they do not employ our image-based factorization
failing to retain the quality and diversity in the T2I model.

Robust human evaluation (JUICE). Similar to recent studies [17,35,57,68],
we find that the automatic evaluation metrics [73] do not reflect improvements
in quality. We primarily use human evaluation to measure T2V generation per-
formance on two orthogonal aspects - (a) video generation quality denoted as
Quality (Q) and (b) the alignment or ‘faithfulness’ of the generated video to the
text prompt, denoted as Faithfulness (F). We found that asking human evalua-
tors to JUstify their choICE (JUICE) when picking a generation over the other
significantly improves the inter-annotator agreement (details in Sec. 3). The
annotators select one or more pre-defined reasons to justify their choice. The
reasons for picking one generation over the other for Quality are: pixel sharp-
ness, motion smoothness, recognizable objects/scenes, frame consistency, and
amount of motion. For Faithfulness we use two reasons: spatial text alignment,
and temporal text alignment.

3.3 Implementation Details

We provide complete implementation details in the supplement Sec. 1 and high-
light salient details next.

Architecture and initialization. We adapt the text-to-image U-Net architec-
ture from [17] for our model and initialize all the spatial parameters with the
pretrained model. The pretrained model produces square 512px images using an
8 channel 64 x 64 latent as the autoencoder downsamples spatially by 8x. The
model uses both a frozen T5-XL [15] and a frozen CLIP [58] text encoder to
extract features from the text prompt. Separate cross-attention layers in the U-
Net attend to each of the text features. After initialization, our model contains
2.7B frozen spatial parameters, and 1.7B trainable temporal parameters.

The temporal parameters are initialized as identity operations: identity ker-
nels for convolution, and zeroing the final MLP layer of the temporal attention
block. In our preliminary experiments, the identity initialization improved the
model convergence by 2x. For the additional channels in the model input due to
image conditioning, we add C'+ 1 additional learnable channels (zero-initialized)
to the kernel of the first spatial convolution layer. Our model produces 512px
square videos of T' = 8 or 16 frames and is trained with square center-cropped
video clips of 1, 2 or 4 seconds sampled at 8fps or 4fps. We train all our models
with a batch size of 512 and describe the details next.

Efficient multi-stage multi-resolution training. To reduce the computa-
tional complexity, we train in two stages - (1) for majority of the training iter-
ations (70K) we train for a simpler task: 256px 8fps 1s videos, which reduces
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Method Q F Method Q F Method Q F Method Q F Method Q F
Factorized 70.5 63.3 Zero SNR 96.8 88.3 Multi-stage 81.8 84.1 HQ finetuned 65.1 79.6  Frozen spatial 55.0 58.1
(a) (b) (c) (d) (e)

Table 1: Key design decisions in EMU VIDEO. Each table shows the preference, in
terms of the Quality (Q) and Faithfulness (F), on adopting a design decision vs. a model
that does not have it. Our results show clear preference to a) factorized generation that
uses both image and text conditioning (against a direct video generation baseline that
is only text conditioned), b) adopting zero terminal-SNR noise schedule for directly
generating high resolution 512px videos, c¢) adopting the multi-stage training setup
compared to training directly at the high resolution, d) incorporating the high quality
(HQ) finetuning, and e) freezing the spatial parameters. See § 4.1 for details.

per-iteration time by 3.5x due to the reduction in spatial resolution; (2) we then
train the model at the desired 512px resolution on 4fps 2s videos for 15K iter-
ations. The change in spatial resolution does not affect the 1D temporal layers.
Although the frozen spatial layers were pretrained at 512px, changing the spa-
tial resolution at inference to 256px led to no loss in generation quality. We use
the noise schedule from [62] for 256px training, and with zero terminal-SNR for
512px training using the v-prediction objective [65] with N = 1000 steps for the
diffusion training. We sample from our models using 250 steps of DDIM [70].
Optionally, to increase duration, we further train the model on 16 frames from
a 4s video clip for 25K iterations.

Finetuning for higher quality. Similar to the observation in image genera-
tion [17], we find that the motion of the generated videos can be improved by fine-
tuning the model on a small subset of high motion and high quality videos. We
automatically identify a small finetuning subset of 1.6K videos from our train-
ing set which have high motion (computed using motion signals stored in H.264
encoded videos). We follow standard practice [62] and also apply filtering based
on aesthetic scores [62] and CLIP [58] similarity between the video’s text and
first frame. Specifically, we use a video with N frames {f;} if CLIP(f;) > 0.25,
aesthetic(f1) > 5.7, minj.\’;l"’ Zgif(motion score(f;)) > 0.5.

Interpolation model. We initialize the interpolation model from the video
model F. Our interpolation model takes 8 frames as input and outputs 7, =37
frames at 16fps. During training, we use noise augmentation [37] where we add
noise to the frame conditioning by randomly sampling timesteps ¢ € {0, ...250}.
At inference time, we noise augment the samples from F with ¢ = 100.

4 Experiments

Dataset. We train EMU VIDEO on a dataset of 34M licensed video-text pairs
Our videos are 5-60 seconds long and cover a variety of natural world concepts.
The videos were not curated for a particular task and were not filtered for text-
frame similarity or aesthetics. Unless noted, we train the model on the full set,
and do not use the 1.6K high motion quality finetuning subset described in § 3.3.
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Fig. 4: Design choices in EMuU VIDEO. Top row: Direct text-to-video generation
produces videos that have low visual quality and are inconsistent. Second row: We use
a factorized text-to-video approach that produces high quality videos and improves
consistency. Third row: Not using a zero terminal-SNR noise schedule at 512px gen-
eration leads to significant inconsistencies in the generations. Bottom row: Finetuning
our model (second row) with HQ data increases the motion in the generated videos.

Text prompt sets for human evaluation. We use the text prompt sets from
prior work (¢f. Appendix Table 7) to generate videos. The prompts cover a wide
variety of categories that can test our model’s ability to generate natural and
fantastical videos, and compose different visual concepts. We use our proposed
JUICE evaluation scheme ( Sec. 3) for reliable human evaluation and use the
majority vote from 5 evaluators for each comparison.

4.1 Ablating design decisions

We study the effects of our design decisions using the 8 frame generation setting
and report human evaluation results in Table 1 using pairwise comparisons on
the 307 prompt set of [68].

Factorized vs. Direct generation. We compare our factorized generation to a
direct T2V generation model that generates videos from text condition only. We
ensure that the pretrained T2I model, training data, number of training itera-
tions, and trainable parameters are held constant for this comparison. As shown
in Table 1a, the factorized generation model’s results are strongly preferred both
in Quality and Faithfulness.The strong preference in Quality is because the di-
rect generation model does not retain the style and quality of the text-to-image
model despite frozen spatial parameters, while also being less temporally consis-
tent (examples in Figure 4).

Zero terminal-SNR noise schedule. We compare using zero terminal-SNR
for the high resolution 512px training against a model that is trained with the
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standard noise schedule. Table 1b shows that generations using zero terminal-
SNR are strongly preferred. This suggests that the zero terminal-SNR noise
schedule’s effect of correcting the train-test discrepancy as described in § 3.2 is
critical for high resolution video generation. We also found that zero terminal-
SNR has a stronger benefit for our factorized generation compared to a direct
T2V model possibly. Similar to images [51], in the direct T2V case, this decision
primarily affects the color composition. For our factorized approach, this design
choice was critical for object consistency and high quality as our qualitative
results in Figure 4 show.

Multi-stage multi-resolution training. We spend most training budget (4x)
on the 256px 8fps stage compared to the 3.5x slower (due to increased resolution)
512px 4fps stage. We compare to a baseline that trains only the 512px stage with
the same training budget. Table lc shows that our multi-stage training yields
significantly better results.

High quality finetuning. We study the effect of finetuning our model on auto-
matically identified high quality videos in Table 1d. We found that this finetuning
improves on both metrics, particularly the model’s ability to respect the motion
specified in the text prompt as reflected by the strong gain in Faithfulness.
Parameter freezing. We test if freezing the spatial parameters of our model af-
fects performance by comparing it to a model where all parameters are finetuned
during the second 512px training stage. For a fair comparison, the same condi-
tioning images I are used across both models. Table le suggests that freezing
the spatial parameters produces better videos, while reducing training cost.

4.2 Comparison to prior work

We evaluate EMU VIDEO against prior work and train F to produce 16 frame 4
second long videos and use the best design decisions from § 4.1, including high
quality finetuning. We use the interpolation model Z on our generations to get
16fps videos. Please see Sec. 1 for details on how we interpolate 16-frame videos.
Human evaluation of text-to-video generation. Since many recent prior
methods in text-to-video generation are closed source [6,30,31,35], we use the
publicly released examples from each of these methods. Note that the released
videos per method are likely to be the ‘best’ representative samples from each
method and may not capture their failure modes. For Make-A-Video, we ob-
tained non cherry-picked generations through personal communication with the
authors. For CogVideo [41], we perform T2V generation on the prompt set
from [6] using the open source models. We also benchmark against commercially
engineered black-box text-to-video solutions, Gen2 [54] and Pikalabs [47], ob-
taining generations through their respective websites using the prompts from [6].
We do not cherry-pick or contrastively rerank [60,87] our videos, and generate
them using a deterministic random noise seed that is not optimized in any way.

Since each method generates videos at different resolutions, aspect-ratios, and
frame-rates, we reduce annotator bias in human evaluations by postprocessing
the videos for each comparison in Figure 2 so that they match in these aspects.
Full details on this postprocessing and the text prompts used are in Sec. 4. As
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Fig. 5: Qualitative comparison. EMU VIDEO produces higher quality generations
compared to Imagen Video [35] and Align Your Latents [6] in terms of style and con-
sistency.

shown in Figure 2, EMU VIDEO’s generations significantly outperform all prior
work, including commercial solutions, both in terms of Quality (by an average
of 91.8%) and Faithfulness (by an average of 86.6%). We show some qualita-
tive comparisons in Figure 5 and some additional generations in Figure 1. EMU
VIDEO generates videos with significantly higher quality, and overall faithfulness
to both the objects and motion specified in the text. Since our factorized ap-
proach explicitly generates an image, we retain the visual diversity and styles of
the T2I model, leading to far better videos on fantastical and stylized prompts.
Additionally, EMU VIDEO generates videos with far greater temporal consis-
tency than prior work. We hypothesize that since we use stronger conditioning
of image and text, our model is trained with a relatively easier task of predict-
ing how an image evolves into the future, and thus is better able to model the
temporal nature of videos. Please see Sec. 5 for more qualitative comparisons.
We include human evaluations where videos are not postprocessed in the supple-
ment Sec. 4, where again EMU VIDEO’s generations significantly outperform all
prior work. The closest model in performance compared to ours is Imagen Video
when measured on Faithfulness, where we outperform Imagen Video by 56%.
Imagen Video’s released prompts ask for generating text characters, a known
failure mode [17,62] of latent diffusion models used in EMU VIDEO.

We inspect the reasons that human evaluators prefer EMU VIDEO generations
over the two strongest competitors in Figure 6. A more detailed inspection is
provided in Sec. 3. EMU VIDEO generations are preferred due to their better pixel
sharpness and motion smoothness. While being state-of-the-art, EMU VIDEO is
also simpler and has a two model cascade with a total of 6.0B parameters (2.7B
frozen parameters for spatial layers, and 1.7B learnable temporal parameters
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Fig. 6: Percentage of each reason selected for samples where EMU VIDEO
wins against Make-A-Video [68] or Imagen Video [35] on Quality. Human
raters pick EMU VIDEO primarily due to their pixel sharpness and motion smoothness,
with an overall preference of 96.8% and 81.8% to each baseline, respectively.

each for F and Z), which is much simpler than methods like Imagen Video
(7 model cascade, 11.6B parameters), Make-A-Video (5 model cascade, 9.6B
parameters) trained using similar scale of data.

Automated Human Evaluation
Method FVD | IS ¢t vs. Make-A-Video
MagicVideo [91] 655.0 - £
Align Your Latents [6] 550.6 33.5 f 50
Make-A-Video [68] 367.2 33.0 S 25
PYOCO [30] 3552 47.8 -

IS e

Emu VIDEO 317.1  42.7 Q F

Table 2: Automated metrics for zero-shot text-to-video evaluation on
UCF101. (Left) We present automated metrics and observe that EMU VIDEO achieves
competitive IS and outperforms all prior work on FVD. (Right) We conduct human
evaluations to compare EMU VIDEO and Make-A-Video where EMU VIDEO significantly
outperforms Make-A-Video both in Quality (90.1%) and Faithfulness (80.5%).

Automated metrics. In Table 2, we compare against prior work using the zero-
shot T2V generation setting from [68] on the UCF101 dataset [71]. EMU VIDEO
achieves a comptetitive IS score [64] and a lower FVD [73]. To confirm these
automated scores, we also use human evaluations to compare our generations
to Make-A-Video. We use a subset of 303 generated videos (3 random samples
per UCF101 class) and find that our generations are strongly preferred (Table 2
right). Qualitative comparisons can be found in Sec. 5.

Animating images. A benefit of our factorized generation is that the same
model can be used out-of-the-box to ‘animate’ user-provided images by supply-
ing them as the conditioning image I. We compare EMU VIDEO’s image anima-
tion with six methods, prior and concurrent work [7,12,78,89] and commercial
image-to-video (I2V) solutions [47,54], on the prompts from [68] and [6]. All the
methods are shown the same image generated using a different text-to-image
model [57] and expected to generate a video according to the text prompt*. We

* Due to lack of access to training data of SDXL [57] and their underlying model, we
leveraged their corresponding APIs for our comparison.
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Method #Prompts Q F
EMU VIDEO vs. VideoComposer 12V * 78] 96.9 96.9
EMU VIDEO vs. PikaLabs 12V * [47] 84.6 84.6
EMU VIDEO vs. Gen2 12V * [54] 65 (6] 70.8 76.9
EMU VIDEO vs. VideoCrafter 12V * [12] 81.5 80.0
EMU VIDEO vs. Stable Video Diffusion 12V ** [7] 72.373.9
EMU VIDEO vs. [2VGen-XL 12V ** [89] 69.2 66.1
EMu VIDEO vs. VideoComposer 12V * [78] 307 [68] 97.491.2

Table 3: Human evaluation of EMU VIDEO wvs. prior® and concurrent™”
work in text-conditioned image animation. We compare EMU VIDEO against six
methods across two prompt sets using generations from [57] as the starting images.
Emu VIDEO’s animated videos are strongly preferred over all baselines.

report human evaluations in Table 3 and automated metrics in the supplement
(¢f. Appendix Table 6). Human evaluators strongly prefer EMU VIDEO’s gen-
erations across all the baselines. These results demonstrate the superior image
animation capabilities of EMU VIDEO compared to methods specifically designed
for the image-to-video task.

4.3 Analysis

Nearest neighbor baseline. We expect good and useful generative models
to outperform a nearest neighbor retrieval baseline and create videos not in the
training set. We construct a strong nearest neighbor baseline that retrieves videos
from the full training set (34M videos) by using the text prompt’s CLIP feature
similarity to the training prompts. When using the evaluation prompts from [6§],
human evaluators prefer EMU VIDEO’s generations 81.1% in Faithfulness over
real videos confirming that EMU VIDEO outperforms the strong retrieval base-
line. We manually inspected and confirmed that EMU VIDEO outperforms the
baseline for prompts not in the training set.

Extending video length with longer text. Recall that our model conditions
on the text prompt and a starting frame to generate a video. With a small
architectural modification, we can also condition the model on T frames and
extend the video. Thus, we train a variant of EMU VIDEO to generate the future
16 frames conditioned on the ‘past’ 16 frames. While extending the video, we
use a future text prompt different from the one used for the original video and
visualize results in Figure 7. We find that the extended videos respect the original
video as well as the future text prompt.

5 Limitations and ethical considerations

We presented EMU VIDEO, a factorized approach to text-to-video generation
that leverages strong image and text conditioning. EMU VIDEO significantly
outperforms all prior work including commercial solutions. Although our model
has been a step change in video generation and shares valuable insights into the
modeling and evaluation challenges, there are limitations. EMU VIDEO can be
improved in the following aspects as future research directions: the realism of the
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Original: Low angle of pouring beer into a glass cup.

W W

Future prompt 1: The beer starts to pour over and spill on the table.

Fig. 7: Extending to longer videos. We test a variant of EMU VIDEO that is condi-
tioned on all the frames from the original video, and generates new videos conditioned
on a future prompt. For two different future prompts, our model generates plausible
extended videos that respect the original video and the future text.

presented content, fine-grained details such as hand and face artifacts, modeling
physics, and maintaining quality and consistency for long video durations. These
factors have been considered in the JUICE metric where the raters are asked to
consider object/scene consistency and pixel quality in their evaluations. Another
direction for future research is to improve EMU VIDEO’s ability to recover from
conditioning frames that are not representative of the prompt. Strengthening the
conditioning for video models using pure autoregressive decoding with diffusion
models is not currently computationally attractive. However, further research
may provide benefits for longer video generation.

FEthical considerations. We propose advancements in generative methods
specifically to improve the generation of high dimensional video outputs. Gen-
erative methods can be applied to a large variety of different usecases which are
beyond the scope of this work. A careful study of the data, model, its intended
applications, safety, risk, bias, and societal impact is necessary before any real
world application.
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