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Abstract. Unsupervised domain adaptation (UDA) involves learning
class semantics from labeled data within a source domain that general-
ize to an unseen target domain. UDA methods are particularly impactful
for semantic segmentation, where annotations are more difficult to collect
than in image classification. Despite recent advances in large-scale vision-
language representation learning, UDA methods for segmentation have
not taken advantage of the domain-agnostic properties of text. To ad-
dress this, we present a novel Covariance-based Pixel-Text loss, CoPT,
that uses domain-agnostic text embeddings to learn domain-invariant
features in an image segmentation encoder. The text embeddings are
generated through our LLM Domain Template process, where an LLM
is used to generate source and target domain descriptions that are fed to
a frozen CLIP model and combined. In experiments on four benchmarks
we show that a model trained using CoPT achieves the new state of the
art performance on UDA for segmentation. The code can be found at
https://github.com/cfmata/CoPT.
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1 Introduction

Semantic segmentation models are used in safety-critical applications, such as
surgical robotics and autonomous vehicles, where it is of the utmost importance
to properly segment small, rare and moving objects. The pixel-wise classification
task requires a copious amount of labeled training data to perform well, espe-
cially on small objects, but human-collected annotations are difficult to obtain at
scale. In addition, annotations collected automatically using large internet-scale
pre-trained models such as Segment Anything Model (SAM) [13] are often noisy
or lack semantic class associations, resulting in downstream errors. To avoid is-
sues caused by imperfect labels, practitioners still train on synthetic data that
emulates the target domain, or on real labeled data in a different source do-
main, before adapting the model to the target domain. The challenge remains to
develop an unsupervised domain adaptation (UDA) method that learns strong
semantic representations from available labels in a source domain while general-
izing to the unlabeled target domain.
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Fig. 1: CoPT encourages the distance between class centroids in pixel feature space to
be the same as in domain-agnostic text embedding space.

The dominant approach taken by UDA methods is self-training in a teacher-
student paradigm [6H8], where an EMA-updated image encoder teacher produces
pseudo-labels on target images for training the student, essentially bootstrapping
unlabeled data with noisy labels to learn target domain features gradually. Self-
training is an attractive approach due to its straightforward implementation and
impressive results, but remains susceptible to noisy predictions from the teacher
and dependent on the strength of the pretrained image encoder upon initializa-
tion. An orthogonal line of work is data augmentation I@I, which aims to make
the model robust to changes in an class’ appearance by augmenting the source
samples directly with transformations. Data augmentation cannot simulate the
true structure of objects in target domains, which inherently brings limited im-
provements to performance. Previous approaches do not target domain-specific
features in latent representations learned by the image encoder.

We propose a novel Covariance-based Pixel-Text loss, CoPT, which learns
domain-agnostic representations for objects in images using domain-agnostic rep-
resentations from a different modality: text. Text embeddings of class names are
domain-agnostic |1| because they do not contain the visual domain-specific bias
that prevents source-supervised segmentation networks from performing well on
the target domain. The word for “cat” remains the same regardless of the ani-
mal’s appearance in a real or synthetic image. It follows that text can be used
as a regularization tool to encourage learning domain-invariant features in vi-
sual embeddings. This idea was developed and validated by RISE ﬂg' for image
classification, but in that work both text and visual embeddings came from the
same CLIP model. CoPT claims that this type of regularization works even
when text and visual embeddings lie in separate latent spaces and backs this
claim with strong empirical results (Section .

To guide learning domain-invariant pixel features in a segmentation encoder,
CoPT enforces the distance between pixel features from different classes to be the
same in a segmentation encoder’s latent space as it is in a text encoder’s latent
space. To circumvent the hindrance that pixel and text features lie in different
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Fig. 2: Class pixel features are generated by first extracting g X % X 512 resolution fea-
ture maps from source images using &, where 7 is the encoder’s spatial downsampling
factor. Each class’ binary ground truth mask is downsampled to the same resolution.
The class mask is applied to the low resolution feature, then spatial averaging is used
to generate a 1 X 1 x 512 feature for each class.

latent spaces, CoPT minimizes the distance between the covariance matrix of
pixel and text features. Figure [I] conceptually shows how CoPT is guided by
domain-agnostic text embeddings to find domain-agnostic pixel features. Rather
than relying on hand-crafted text templates to generate domain-agnostic text
embeddings, we propose LLM Domain Template, a process through which an
LLM (Large Language Model) is used to describe domain properties.

We validate CoPT on four UDA segmentation benchmarks and show that
our method surpasses the current state of the art. We perform ablations on
GTA—Cityscapes to show that CoPT can boost the performance of multiple
UDA methods and to show the benefits of domain-agnostic text embeddings
generated from LLM Domain Template over hand-crafted ones. Our main con-
tributions are,

1. The first method to leverage vision-language representations in UDA for
semantic segmentation.

2. LLM Domain Template, a framework for using LLMs to generate domain-
agnostic text embeddings.

3. CoPT, a novel covariance-based pixel-text loss that bridges separate image
and text latent spaces in order to learn domain-agnostic features.

2 Related Work

2.1 Unsupervised Domain Adaptation for Semantic Segmentation

Unsupervised domain adaptation (UDA) for semantic segmentation methods
can be categorized through their use of four strategies: adversarial learning,
data augmentation, self-supervision and prior learning. Self-training in particular
has been shown to give large boosts in performance and many variations of it
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have been explored [4}|7,/8}(14}/17}/18,/27,/30,31]. While this approach strengthens
representations of common classes, the predictions can be noisy and the model
suffers on small and rare classes. Data augmentation strategies in the form of
strongly augmented self-training [6}/7] and source-target image/label mixing [3|
has brought strong improvements.

Our work presents a major departure from previous approaches. To the best
of our knowledge we present the first work to incorporate vision-language repre-
sentations into UDA for semantic segmentation. While this idea has been studied
for image classification [9], it is not directly transferable to segmentation rep-
resentations because of the need to conserve spatial resolution in the encoder.
A comprehensive study of the best ways to use vision-language representation
learning for UDA in segmentation is needed. We hope our work will encour-
age further methods to take advantage of recent advances in vision-language
representation learning and the domain-agnostic properties of text.

2.2 Domain Adaptation using Vision-Language Embeddings

Since the introduction of CLIP |21], domain adaptation methods have taken ad-
vantage of its rich vision-language latent space in chiefly two ways: 1. adapting
the image embedding space to be more similar to the text embedding space |16]
or 2. prompt tuning [1}/2,/15,/29]. Unfreezing CLIP for target adaptation [16|
is computationally expensive and risks harming CLIP’s strong zero-shot gener-
alizability. Instead of directly fine-tuning CLIP, methods that take the prompt
tuning approach capitalize on its generalizability by embedding the text prompts
describing the target domain into a space better suited to the target domain.
Our method is most inspired by RISE [9] which generates domain-agnostic text
embeddings and uses these to search for domain-agnostic image representations.
The key difference lies in how we generate text descriptions for our domains:
while their approach uses simple hand-crafted domain descriptors, we develop
LLM Domain Template, a process to generate descriptions of each domain. In
addition, their approach is designed for image classification, allowing them to
use CLIP’s image encoder directly for downstream classification, whereas we are
focusing on segmentation and must grapple with anchoring pixel-specific features
to text embeddings from a separately learned space. Jin et al. |12 similarly use
domain descriptors for domain adaptive object detection, a task that also re-
quires feature localization, but their method promotes visual context learning
instead of using domain-agnostic text embeddings. A comprehensive review of
related works can be found in Appendix A.

3 Methods

3.1 Preliminaries

In unsupervised domain adaptation (UDA) for semantic segmentation, we are
given access to a labeled source dataset S = {(z;, y;)}\5 of Ng image and mask
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pairs (x, y) that have spatial height and width (H, W). Every pixel in the ground
truth mask y falls into one of C classes: {y € Z : 0 < y < C}. The goal is to
learn a model Fy parameterized by 6 that performs pixel-wise classification well
on inputs from an unlabeled target dataset T = {z;} 7.

Typically, the segmentation network Fy is trained to minimize the following

pixel-wise cross entropy loss L.. over each source image sample [17}26}31],

H W C

Lee==Y 3> Tlyije = cJlog(fije) (1)

i=1 j=1 c=1

where § = Fy(x) is the model’s predicted discrete distribution over all classes
C for the image = and Ify;jc = ¢ is a binary indicator for whether the pixel
at (7, 7) belongs to class ¢. Additionally, many UDA methods optimize auxiliary
losses to modify Fy’s latent space |3L[§].

In our approach, we introduce a loss that modifies the distance between Fp’s
class representations to be the same as in the latent space of a frozen CLIP-
pretrained text encoder G. To the best of our knowledge, this is the first UDA
work to apply vision-language representations for semantic segmentation. We
first build domain-agnostic text embeddings by averaging embeddings of domain-
specific prompts generated by a Large Language Model in our LLM Domain
Template process (Section . Then we extract pixel-wise class features from
the image segmentation encoder (Figure . Lastly our proposed covariance-
based loss CoPT bridges the gap between the image encoder and text encoder
latent spaces in order to enforce learning of domain-agnostic features (Section

39).

3.2 Hand-Crafted Domain-Agnostic Text Embeddings

We have access to a CLIP-pretrained text encoder G that takes a string prompt
p and outputs a text embedding ¢ = G(p). In our work we keep G frozen and use
it purely to extract text embeddings. The prompt template specific to domain d
and class ¢ is hand-crafted in 9] as,

pa(c) ="A <DOMAIN> of a <CLASS>" (2)

where d = DOMAIN and ¢ = CLASS. For example, when the target domain is
photos of objects, one would plug in “photo” to DOMAIN so that “A photo of a
car” denotes the target domain description of a car.

A prompt template is crafted for each domain so that, given a domain d
and a class ¢, the text embedding t5 = G(pa(c)) contains domain-specific and
class-specific information. According to RISE [9], simply averaging the text em-
beddings of multiple class templates results in a generic text representation of an
object. This ensures that the text embedding is representative of a class across
multiple domains. To generate a domain-agnostic prompt t¢ for a class ¢, the
source and target embeddings are averaged together as shown in Figure [3}

= (85 + ) 3
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Such a generalized text embedding of
a class is called domain-agnostic text
embedding by Bose et al. |1] and we
follow this terminology. While we fol-
low RISE’s hand-crafted prompt con-
struction method, we modify it to use
two domain templates (for source and
target) instead of the 80 CLIP tem-
plates |21].

So far, prior works have relied on
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Text Embedding: t's’ Domain-Agnostic
1 Text Embedding: t€
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; 1
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Class ¢
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Fig. 3: The final domain-agnostic text em-

bedding t¢ for class ¢ is generated by av-
eraging the source and target text embed-
dings, f§ and ft.

using hand-crafted domain descrip-
tors to embed semantic information
specific to a domain. However these
descriptors are short and lack details
about what contributes to the domain
gap, namely the texture and appearance of a domain. We propose a framework
called LLM Domain Template to increase the semantic expressiveness of the text
embeddings.

3.3 LLM Domain Template

LLM Domain Template uses a large language model, ChatGPT [20], to auto-
matically generate long-form descriptors of the source and target domains. We
hypothesize that doing so will lead to better domain-agnostic text embeddings
because the average embedding will be closer to the centroid of the domain-
specific regions in latent space. Figure ] shows LLM Domain Template in action.
We query ChatGPT with "Can you give detailed descriptions of what makes a
<DOMAIN> image look <DOMAIN>?" and get a list of K domain attribute
templates. The prompt template specific to attribute £ = ATTRIBUTE K gen-
erated by ChatGPT is

pr(c) ="A <CLASS> with <ATTRIBUTE K>" (4)

We fill in the class name and attribute for all templates, then feed them to the
text encoder G and average them to get the domain-specific text embedding for
a class:

5= = > Gmi(0) o)
k=1

The final domain-agnostic text embedding for a class, t¢, is generated us-
ing Equation [3] The domain-agnostic embeddings are generated once at model
initialization and stored in a memory bank.

3.4 CoPT: Covariance-based Pixel-Text Loss

Our goal is to adapt the segmentation encoder’s latent space to the target by
learning domain-agnostic class representations. We use the domain-agnostic text



CoPT 7

LLM Output Class-Specific

Domain-Specific
Text Embedding
Human Prompt

Domain Attribute Templates Class'8p9$"° D|0{r|aln-Speclflc 1
“Can you give detailed emplates Average
descriptions of what 7 =
P ic 2 LLM > 1. "} with a lack of realism" {D>] 1. "Class 1 with a lack of realism" [~ Text Encoder —> : 1 1 512

makes a synthetic i i
image look synthetic?” 2."( with perfect symmetry” 2."Class 1 with perfect symmetry" G
K. "{} with repetitive elements" K. "Class 1 with repetitive elements"| 512

"Class 1"

Fig.4: LLM Domain Template: An LLM is queried to describe the source and target
domain attributes. Here the query is about the synthetic source domain. The resulting
templates are formatted with a class name, fed to a frozen CLIP text encoder and
averaged to obtain a single text embedding for a class.

embeddings t¢ to structure this representation space using a covariance-based
pixel-text loss, or CoPT. CoPT enforces the distance between classes in pixel
feature space to be the same as the distance between classes in text embedding
space. This requires extracting class pixel features from the encoder given a
source domain sample.

Our image segmentation model Fy is composed of an encoder £y, and decoder
D,: Fy = D,(Ey). £y spatially downsamples its input by a factor r, so while input
image @« has resolution (H, W), the encoder’s features f = &£, () have resolution

(£ W) To extract class pixel features from f, we spatially downsample x’s

r’or
corresponding ground truth mask y to ( ol VX

for class ¢ with the same dimensions:

) and generate a binary mask b°

b¢ = I[downsample(y) = | (6)

The mask b¢ is multiplied by f to extract class features and spatial averaging is
applied to get the final pixel feature for a class, f¢:

S|z

w

r

.fC: ( Z sz,j (7)

where f; ; is the pixel feature at location (i, j) and b§ ; is a binary value indicating
whether the pixel belongs to class c. Figure [2 illustrates the class pixel feature
extraction process.

The pixel covariance matrix X, for an input sample « is calculated by mea-
suring the cosine similarity between all pairs of class pixel features f¢ from .
A similar process is carried out with the domain-agnostic text embeddings t¢ to
get the text covariance matrics X}:

Var(f!) ... Cov(f%, f9) Var(t') ... Cov(t!,t%)
o I T 0/ e G
Cov(fC, f1) ... Var(f9) Cov(t,t!) ... Var(t)

1j=1

The best segmentation performance is usually achieved by training with large
input resolutions, leading to low batch sizes in order to fit images into GPU
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Fig.5: CoPT calculates the difference in pixel and text covariance matrices in order
to transform the segmentation encoder’s latent space to emulate the domain-agnostic
text space.

memory. As a result it is rare that all classes appear in a mini-batch. To address
this we construct the text embedding’s covariance matrix X for corresponding
classes as they occur in a sample during training. Low batch sizes also lead to
high variance in class pixel features that jeopardizes stable training. To reduce
variance in gradient updates we store the average pixel feature for each class in a
memory bank, and update the bank on each iteration using a linear decay. That
is, upon calculation of a pixel feature f¢ for a class, the class in memory £S5, ont
is updated with decay A following

fc

new

=A% f((::urrcnt + (]‘ - >‘) * £€ (9)
When calculating the pixel covariance matrix, the updated pixel feature in the
memory bank f<, is used.

CoPT’s final objective is to minimize the cosine distance between the covari-
ance matrices X, and X:

IS
ECoPT:1_| p_t (10)

|12l - 11221

This calculation is illustrated in Figure [f} CoPT can be added to any UDA
training scheme that uses source images and their labels.

4 Experiments

4.1 Datasets

We run experiments on four benchmarks commonly used for UDA for semantic
segmentation: GTA—CS , Synthia—CS , CS—DZ and CS—ACDC
. GTA—CS and Synthia—CS consider synthetic images as the source domain
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and real images as the target. This emulates the common industry practice of
developing in-house synthetic datasets for the source domain. CS—DZ consid-
ers the adaptation of day-time source to night-time target images. CS—ACDC
considers adaptation of clear to adverse weather conditions. All benchmarks are
of road scenes, which is grounded in the importance of segmentation for au-
tonomous vehicle applications. GTA [22] consists of 24,966 synthetic images of
street scenes collected from a video game and comes with pixel-level semantic
labels for 19 classes. Cityscapes (CS) [5] is a real street-scene dataset with fine
pixel-level annotations across the same 19 classes as GTA for 2,975 training im-
ages and 500 validation images. DarkZurich (DZ) [24] consists of 2,416 training
images of twilight scenes and 151 testing images, and has labels for the 19 CS
classes. ACDC |[25] consists of 1600 training, 406 validation and 2000 test images
and is labeled with the 19 CS classes. Synthia [23] consists of 9,400 synthetic
images collected in a virtual city and contains annotations for 16 of the 19 CS
classes. GTA—CS and Synthia—CS use the 500 labeled images from the CS
validation set for evaluation. The DZ training set is used as an unlabeled target
image source while the 151 images in the testing set are used only for evaluation.
Similarly we use the ACDC training set as an unlabeled target image source and
evaluate on its 2000 test images. In our experiments we report per-class % In-
tersection over Union (IOU) as well as the average mIOU across 19 classes in
GTA—CS, CS—DZ and CS—ACDC, and across 16 classes in Synthia—CS.

4.2 Implementation

For LLM Domain Template, we query ChatGPT [20], a transformer-based LLM
trained for next-token-prediction on public internet and private licensed data. We
submit one query for each domain following Equation @ A full list of the query
and responses can be found in Appendix B.1. Once templates are formatted with
class names, they are passed to a frozen ViT-B/32 CLIP |21 text encoder to
generate text embeddings, which takes 5.6 seconds on an NVIDIA RTX A5000.
For our memory bank we use a dictionary initialized with empty Tensors of
length 512. We perform an ablation experiment, detailed in Appendix D.1 to
find the optimal decay A is 0.5. Our implementation is in PyTorch. The code
may be found at https://github.com/cfmata/CoPT.

In our main experiments we implement CoPT on top of MIC [8], the current
state of the art for UDA for semantic segmentation. In MIC, the auxiliary losses
are pixel-wise cross entropy over source images, masked pseudo-label self-training
using an EMA teacher, ImageNet feature distance regularization, and strongly
augmented self-training. CoPT is added with weight 1 to the auxiliary losses. We
include detailed equations for self-training losses in Appendix B.2 but strongly
encourage the reader to refer to [8] for complete details on the auxiliary losses and
their hyperparameters. CoPT is optimized by Adam with learning rate 0.00006,
betas (0.9, 0.999) and weight decay 0.01. We use batch size 2 per GPU and train
for 40,000 iterations, which takes approximately 34 hours on a single NVIDIA
RTX Ab5000. Image crops sized 1024 x 1024 are fed to the model during training.


https://github.com/cfmata/CoPT

10 C. Mata et al.
5 Results

5.1 TUnsupervised Domain Adaptation for Semantic Segmentation

We compare CoPT to previous UDA methods for semantic segmentation on
GTA—CS in Table [I] The methods are trained using the GTA training set as
the source domain and evaluated in terms of IOU on the Cityscapes validation
set. CoPT gives a 1.6 % boost in mIOU when trained on top of MIC, and shows
improvements on most classes, setting a new state of the art on the benchmark.
CoPT gives the highest improvement on the train class: the train’s large size
means it is made up of a larger variety of features than other classes, so it might
benefit more from associating the class with the centroid of a wide variety of
semantic features. Figure [6] shows qualitative results on Cityscapes from CoPT
and two other baselines. It illustrates how CoPT can improve performance on
the sidewalk class, which also exhibits high intra-class variation. CoPT struggles
most with the traffic sign class: this class has more varied geometric shapes
than the other classes and its accurate segmentation depends more on accurate
boundary localization rather than on distinguishing domain textures.

To test how CoPT compares to previous methods on a different source
dataset, we train it using Synthia synthetic data and test it on the Cityscapes
validation set, reporting IOU for all classes in Table[2] Synthia data constitutes
a larger domain difference from Cityscapes than GTA, largely due to the camera
angles being from above rather than from a driver’s perspective. Regardless of
this challenge, CoPT is able to surpass MIC’s performance as well as previous
methods’ performance on most classes. CoPT performs particularly well on the
motorbike/motorcycle class. However, it struggles most with the sidewalk and
road classes. In many Synthia source images, foliage is placed in front of the
camera and blocks the sidewalk and roads. Since CoPT relies on downsampled
ground truth masks to extract pixel features for a class, when there are thin
structures in front of large classes this can lead to mixing class features in the
extracted pixel feature, explaining CoPT’s struggle on sidewalks and roads.

To show the generalizability of CoPT, we evaluate its performance on CS—DZ,
a benchmark that considers adaptation from daytime images to nighttime. CoPT
outperforms previous methods on overall mIOU, and consistently attains top one
to two performance on nearly all categories. It achieves the best performance on
the truck class and also performs particularly well on the sidewalk and terrain
classes compared to previous methods. This affirms our findings on the GTA—CS
benchmark in Table [I] that CoPT is improving intra-class understanding, since
these classes tend to be large in the image, containing numerous visual features
while making up the same class.

To test whether CoPT performs well on another target domain we train it
with labeled Cityscapes training images and unlabeled ACDC training images
and test it on the adverse conditions in the ACDC test set as the target domain.
Results on each condition are presented in Table [4] where CoPT is compared to
MIC. CoPT outperforms MIC on average due to its 3.6% improvement on the
Fog condition and maintains similar performance on other conditions. Compared
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Table 1: Semantic segmentation results reported as % IOU on the GTA—CS val set. Bold
indicates highest performance and underline indicates second highest. All methods’ results are taken
from the published paper except for those labeled with t, which indicates the method was retrained.
Our method, built on top of MIC , attains state of the art performance.

Method Road S.Walk Build. Wall Fence Pole T.Light T.Sign Veg. Terr. Sky Person Rider Car Truck Bus Train M.Bike Biko‘mIOU
DAFormer ﬁ 95.7 70.2 89.4 53.5 48.1 49.6 558 59.4 89.9 47.9 925 722 447 923 745 782 65.1 55.9 61.8| 68.3
SePiCo 952 67.8 88.7 41.4 384 434 555 632 88.6 46.4 883 73.1 49.0 91.4 632 604 0.0 452 60.0/ 61.0
HRDA ﬁ 96.4 744 91.0 61.6 51.5 57.1 63.9 69.3 91.3 484 942 79.0 529 939 84.1 85.7 759 63.9 67.5| 73.8
PiPa (HRDA) [3] 96.8 76.3 91.6 63.0 57.7 60.0 654 72.6 91.7 51.8 94.8 79.7 56.4 94.4 859 884 78.9 635 67.2| 75.6
miIct 975 803 91.3 60.2 525 59.7 64.1 73.1 91.3 49.6 93.9 79.3 548 94.6 86.5 86.6 67.2 66.8 68.7| 74.6

CoPT (Ours) 97.6 80.9 91.6 621 55.9 59.3 66.7 70.5 91.9 53.0 944 80.0 55.6 94.7 87.1 88.6 82.1 65.0 68.8‘ 76.1

Table 2: Semantic segmentation results reported as % IOU on the Synthia—CS val set. All
methods’ results are taken from the published paper except for those labeled with {, which indicates
the method was retrained. Our method attains state of the art performance.

Method Road S.Walk Build. Wall Fence Pole T.Light T.Sign Veg. Sky Person Rider Car Bus M.Bike Bikc‘mIOU
DAFormer E 84.5 40.7 884 41.5 6.5 50.0 55.0 54.6 86.0 89.9 73.2 482 87.2 53.2 53.9 61.7| 60.9
SePiCo |2 77.0 353 851 239 34 38.0 510 55.1 85.6 80.5 73.5 46.3 87.6 69.7 50.9 66.5 58.1
HRDA ﬂ 85.2 477 888 49.5 4.8 572 657 60.9 853 929 794 528 89.0 64.7 63.9 64.9| 658

MIC 86.6 50.5 89.3 479 7.8 594 66.7 63.4 87.1 94.6 81.0 58.9 90.1 61.9 67.1 64.3| 67.3
CoPT (Ours) 83.4 44.3 90.0 50.4 8.0 60.0 67.0 63.0 87.594.8 81.1 58.6 89.7 66.5 68.9 6&0‘ 67.4

PiPaﬁIRDA)‘SG.G 52.7 882 46.6 1.4 478 60.3 46.2 86.7 93.2 75.5 50.8 86.6 17.0 59.8 63.6| 67.3

Table 3: Semantic segmentation results reported as % IOU on the CS—DZ test set. Bold indicates
highest performance and underline indicates second highest. All methods’ results are taken from the
publication except for those labeled with f, which indicates the method was retrained.

Method Road S.Walk Build. Wall Fence Pole T.Light T.Sign Veg. Terr. Sky Person Rider Car Truck Bus Train M.Bike Bike‘mIOU

DAFormer 93.5 65.5 73.3 394 192 53.3 44.1 440 59.5 34.5 66.6 534 527 821 527 9.5 89.3 50.5 38.5| 53.8
SePiCo 91.2 613 67.0 285 155 44.7 443 41.3 65.4 22.5 80.4 41.3 524 71.2 39.3 0.0 39.6 27.5 28.8| 454
7l 904 563 720 395 195 578 527 43.1 59.3 29.1 70.5 60.0 58.6 84.0 75.5 11.2 90.5 51.6 40.9| 55.9
89.1 54.0 80.4 53.5 20.3 63.8 54.9 54.2 47.9 37.9 47.6 63.9 583 752 665 7.3 90.7 48.9 45.9| 55.8
Ours) 92.7 66.1 80.0 49.0 193 632 51.7 520 50.9 43.1 55.9 61.7 56.5 59.6 79.4 2.96 90.8 50.0 42.5| 56.2

Table 4: Semantic segmentation results reported as % IOU on the adverse conditions in
CS—ACDC test set. { indicates MIC was retrained. CoPT outperforms MIC on average and
especially on fog.

Method Rain  Snow Fog Night | All
MIC! 742 60.7 568 57.6 | 63.3
CoPT (Ours) 740 606 60.4 568 | 63.7

to the other adverse conditions, fog tends to uniformly change class appearance,
whereas a condition like nighttime can drastically change appearance with lights
illuminating different object parts and obscuring others, which supports the
hypothesis that CoPT improves intra-class understanding.

5.2 Ablations

CoPT Distance Metric We compare different metrics to calculate the distance
between CoPT’s pixel and text covariance matrices in Table [5| Using a cosine
similarity loss outperforms both L1 and L2 distances. L2 considers the covariance
between each pair of classes equally, which may not be ideal since certain class
pairs can co-occur more often in target vs. source domains and thus contribute
more to the domain gap. L1 is ideal for scenarios involving grid-like space, which
is not similar to the covariance matrices since different batches contain different
classes. Cosine similarity favors points that share the same direction, which is



12 C. Mata et al.

picl 1
== s --
— ‘ . s s =

2 o

Fig. 6: Segmentation predictions on GTA—CS validation set. Each column from left
to right shows the Cityscapes image, HRDA prediction, MIC prediction, CoPT
(our) prediction and the ground truth label. In all examples, CoPT produces fewer
spurious predictions in the sidewalk, showing its benefits for classes with large intra-
class variation.

conducive to our goal of aligning representations in abstract latent spaces with
unknown structure.

LLM Domain Template vs. Hand-Crafted Templates Table [6] shows our
evaluation of whether LLM Domain Template, in which an LLM generates do-
main descriptions, leads to better domain-agnostic features for CoPT than sim-
ple hand-crafted domain descriptions. The evaluation is done on the GTA—CS
benchmark. While it shows that LLM Domain Template outperforms the hand-
crafted approach, the slight improvement could indicate that the average hand-
crafted template embedding is not very far from the average LLM Domain Tem-
plate embedding. Averaging templates gives the centroid of the points, and since
the domain-specific hand-crafted templates have so far been designed to be quite
general already, their centroid will likely also be domain-agnostic. However, this
can pose a problem in cases where access to the target domain is not allowed, in
which case it is beneficial to have our automated method generate descriptions
of the target. This can be accomplished by feeding a target image in addition to
the text query in Figure 4] in LLM Domain Template.

Backbone Method We test whether CoPT is able to boost performance of two
different UDA methods, MIC and HRDA, for semantic segmentation by jointly
training these methods with our loss. The results on the GTA—CS benchmark
in Table [7]show an over 1 % improvement in mIOU across 19 Cityscapes classes.
This indicates that CoPT cooperates with multiple methods and is easily in-
corporated into state of the art training paradigms. CoPT’s training scheme is
further ablated in Appendix D.2.

Text Encoder To test whether CoPT’s performance boost is due specifically to
CLIP text embeddings or to the use of text embeddings in general, we swap
CLIP for Sentence-T5 or Mistral-7B and retrain CoPT on GTA—CS
in Table [8 CoPT gets state of the art on using both CLIP and Sentence-
T5 text embeddings, showing that in general using text embeddings as
regularization anchors for pixel feature space benefits the UDA problem. Mistral-



Table 5: Ablation experiment results for
CoPT’s covariance distance metric are
reported as % mIOU on GTA—CS over
19 classes.

Metric mlIOU

L1 75.34

L2 70.18

Cosine Similarity  76.08

Table 7: Ablation experiment results
for CoPT added to two different UDA
methods. Results reported as % mIOU
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Table 6: Ablation experiment results
for LLM Domain Templates vs. hand
-crafted templates are reported as %
mIOU on GTA—CS over 19 classes.

Template Type mlIOU

Hand-Crafted 75.95
LLM Generation  76.08

Table 8: CoPT results in % mIOU on
GTA—CS val 19 classes using different
text encoders.

on GTA—CS over 19 classes.

Method mIOU A Text Encoder mIOU
HRDA 73.8 - MIC Baseline 74.6
HRDA-+CoPT 75.34 +1.54 Mistral 70.8
MIC 74.61 _ Sentence-T5 75.5
MIC+CoPT  76.08  41.47 CLIP 76.1

Table 9: CoPT mIOU (%) across 19 classes on GTA—CS val set using pixel features
extracted from source, pseudo-labeled target, or both domains.

CoPT Pixel Features mIOU
MIC Baseline 74.6
Source + Target 71.8
Target Only 4.7
Source Only 76.1

7B [10] underperforms because it is trained for next token prediction, leading
to worse sentence representations [11] and thus worse representations for the
domain prompt templates (see Appendix D.4).

Source vs. Target Pixel Features In our main experiments CoPT is imple-
mented using class pixel features from the source domain. In the ablation shown
in Table [9 we test whether applying CoPT using class features from the tar-
get domain is beneficial. To extract class pixel features from the target domain,
we use the target pseudo label. CoPT achieves state of the art on GTA—CS
when applied to either source pixel features or target pixel features, showing
that adapting the relative distance of class features from each domain to resem-
ble that of text is beneficial. The higher performance on source pixel features
is likely due to noise in the target pseudo labels. Due to out-of-memory issues,
when applying CoPT to both source and target pixel features we must back-
propagate after computing source, which changes the optimization scheme and
leads to underperformance.
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6 Discussion

Based on the results from our benchmark experiments, CoPT gives the biggest
performance boosts on semantic classes with large intra-class variations, such
as truck, train and bus in GTA—CS and wall in Synthia—CS. These classes
are large in reality, leading them to encompass larger swaths of the image than
other classes. They also exhibit varying features, such as the vehicles showing
ads on the side, or variation due to windows and paint. Trucks, trains and buses
in particular have similar appearance as well, but distinct semantic functions, so
it is beneficial for the model to learn more distinct embedding spaces for these
classes, which CoPT encourages through the use of text.

CoPT relies on features from the end of the encoder that are spatially down-
sampled, which loses detailed information. This can explain why CoPT doesn’t
improve on the traffic sign class in GTA—CS, in which different instances of the
class have different geometries, requiring the model to use detailed spatial fea-
tures for accurate boundary segmentation. A naive way to alleviate this problem
is to upsample the encoder’s features to the original resolution before applying
the ground truth mask for each class. However, this leads to out-of-memory
errors. Instead, one can upsample crops of the encoder feature to the original
resolution and apply the masks to the cropped region, carrying out the rest of
the loss as usual. We leave this for future work.

7 Conclusion

This work presents the first effort to incorporate vision-language representations
into a UDA method for semantic segmentation, a task in which annotations are
simultaneously difficult to collect and in dire need. We have introduced a novel
covariance-based pixel text loss called CoPT that cooperates with previous UDA
methods for semantic segmentation to boost performance, especially on classes
with large intra-class variation. CoPT benefits from using domain-agnostic text
embeddings based on descriptions of domains generated by LLMs as opposed
to hand-crafted ones found in previous methods. CoPT sets a new state of the
art based on our experiments on four benchmarks and through our ablations we
show that it gives robust improvements to different backbone methods. We hope
CoPT inspires future UDA methods to search for novel ways to use domain-
agnostic properties of alternative modalities.
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