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Abstract. Diffusion models have marked a significant breakthrough in
the synthesis of semantically coherent images. However, their extensive
noise estimation networks and the iterative generation process limit their
wider application, particularly on resource-constrained platforms like
mobile devices. Existing post-training quantization (PTQ) methods have
managed to compress diffusion models to low precision. Nevertheless, due
to the iterative nature of diffusion models, quantization errors tend to
accumulate throughout the generation process. This accumulation of er-
ror becomes particularly problematic in low-precision scenarios, leading
to significant distortions in the generated images. We attribute this ac-
cumulation issue to two main causes: error propagation and exposure
bias. To address these problems, we propose a timestep-aware correction
method for quantized diffusion model, which dynamically corrects the
quantization error. By leveraging the proposed method in low-precision
diffusion models, substantial enhancement of output quality could be
achieved with only negligible computation overhead. Extensive exper-
iments underscore our method’s effectiveness and generalizability. By
employing the proposed correction strategy, we achieve state-of-the-art
(SOTA) results on low-precision models.
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Fig.1: (Upper) Illustration of error accumulation in diffusion models. Inherent to
the design of DMs, discrepancy in the input not only propagates to the next timestep
but also leads to significant discrepancy in noise estimation, due to exposure bias.
This cascading effect amplifies errors in subsequent stages, cumulatively impairing the
quality of the final output. (Lower-left) To address this challenge, our method focuses
on reducing the accumulated error Axg through two key strategies: 1) minimizing
the discrepancy Ax;—1 at each timestep ¢t < T', and 2) decomposing Ax;—1 into two
distinct components—the input discrepancy Ax; and the noise estimation discrepancy
Aei—and rectifying them separately to enhance error correction.

1 Introduction

Diffusion models (DMs) [17,/49,/50] have emerged as powerful deep generative
models for various applications, including image synthesis, Text-to-Image gen-
eration, video generation, and medical image reconstruction [6}[11}[39,/42H441[52]
5355]. Despite their ability to generate images with high fidelity and diversity,
diffusion models are impeded by a time-consuming and computationally inten-
sive synthesis process. This complexity arises primarily from two factors. First,
diffusion models employ a complex deep neural network, such as U-Net [41],
for noise estimation. Second, to maintain the quality of the synthesized images,
diffusion models necessitate an iterative process that progressively denoises the
input image. This procedure can require up to 1,000 iterations, substantially
contributing to the overall computational burden.

In response to the significant computational demands of the diffusion model’s
noise estimation process, researchers have been pursuing various methods regard-
ing the two factors that slow down the inference. One approach focuses on the
refinement of the sampling trajectory, which can effectively shorten the noise es-
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timation phase, as explored in several studies [3}/30,31}35,/50]. Another approach
aims to reduce the latency of the noise estimation network in diffusion mod-
els by employing model quantization [38]. While Quantization-Aware Training
(QAT) [12)21}48]| requires retraining the neural network with simulated quantiza-
tion and hyper-parameter search, it is more computation-intensive and requires
more engineering effort for deployment [10434]. In contrast, Post-Training Quan-
tization (PTQ) emerges as a preferred choice for lightweight diffusion models due
to its straightforward approach [15}241/47|. However, even though PTQ for mod-
els like MobileNet [18] and ResNet [13] is a well-studied technique [2}}41/2911331/34],
its application in PTQ in diffusion models warrants further investigation, par-
ticularly due to the dynamic nature of DMs.

Recent advancements in PTQ for DMs have enabled the quantization of
model weights to 4-bit precision [15}[19,/24,47]. However, these methods often
face challenges in preserving image quality at lower bit-widths (e.g., 3-bit and
2-bit weight parameters), primarily due to error accumulation in DMs [15,241/26].

We attribute error accumulation in diffusion models to two main factors: er-
ror propagation and exposure bias. Mathematical analysis by recent studies [25|
reveals that errors in the inputs of DMs will propagate to subsequent denois-
ing steps. This is particularly problematic in low-precision DMs, where each
inference step inherently introduces additional errors, leading to significant cu-
mulative effects. Moreover, the input discrepancy causes exposure bias problem,
exacerbating the issue by causing a significant discrepancy in the noise estima-
tion from the ground truth [23}|36}|37,46], resulting in compounded errors in
the model’s output. The error accumulation challenge is depicted in the upper
section of Fig.

To counteract error accumulation, we introduce a timestep-aware correction
strategy. This approach, integrating Noise Estimation Reconstruction (NER)
and Input Bias Correction (IBC), dynamically mitigates quantization-induced
errors at every generation step, significantly improving the fidelity of images
produced by low-precision DMs. Importantly, our method does not require ad-
ditional training or tuning, allowing for seamless integration into existing PTQ
frameworks. The operational details of our method are illustrated in the lower-
left segment of Fig.

Our study’s core contributions are as follows:

1. We identify error accumulation as a key challenge in PTQ for diffusion
models, attributing it primarily to error propagation and exposure bias. In
response, we present Timestep-Aware Correction for Quantized Diffusion
Models (TAC-Diffusion), a novel approach for dynamically mitigating errors
across the generative process.

2. We decompose the error in the model’s input into two main components:
corrupted noise estimation and deviated input from previous timesteps. We
propose Noise Estimation Reconstruction (NER) and Input Bias Correction
(IBC) to correct each aspect.

3. Extensive experiments across various diffusion models and samplers for both

conditional and unconditional image generation tasks demonstrate our method’s
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effectiveness. Notably, TAC-Diffusion significantly outperforms the state-of-
the-art Q-Diffusion method [24], achieving a FID improvement of 7.76 on
CIFAR-10 with 3-bit weight and 8-bit activation quantization.

2 Related work

2.1 Diffusion Models.

Diffusion models are latent variable models designed to generate images that
match the training set’s distribution ¢ (x¢) from random Gaussian noise [17}[39]
49//50]. The generating process can be modeled as:

P (x0) = / po (xo:7) dxur (1)

where xg.7 represents a sequence of latent variables from the initial state xg to
the final state xp, 6 denotes the parameters, py (xo) denotes the model distri-
bution and pg (xg.7) denotes the reverse process [50].

The training of diffusion models involves two key processes: the forward pro-
cess and the reverse process. In the forward process, Gaussian noise, scheduled
by the parameter B;, is incrementally added to the latent variable x;_; at each
timestep. This process can be mathematically described as follows:

q(x¢ | xe21) =N (Xt; Vv1- tht—laﬂt1> . (2)

With an appropriately set noise schedule j3;, the variable x; gradually con-
verges to a standard Gaussian distribution as ¢ increases, for all initial values
X ~ ¢ (xp). This convergence is crucial for the reverse process, where the model
generates images by sampling noise from Gaussian distribution and iteratively
refining the sample through a series of steps to produce the final output image.
In the reverse process, each iteration of DMs can be formulated as:

Do (xt—l ‘ Xt) :N(Xt—l;ﬂa (Xt7t)’29 (Xt’t))v (3)

where p (x1) ~ N (x7;0,I), with oy (x¢,t) denotes the model estimation for
noise, and Xy (x¢,t) denotes the variance for sampling which can be fixed to
constants [17]. When the training process ends, Eq. is used for inference.
While in DDPM |[17], the noise estimation process is a Markov process, the
inference of diffusion models is inevitably time-consuming and computationally
resource-intensive.

2.2 Post-Training Quantization.

Post-Training Quantization (PTQ) is a prominent technique for compressing
neural network models to reduce inference latency [1,4,/529,134]. PTQ converts
full-precision (typically FP32) models to a fixed-point format by reducing the
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bit-width of weights and activations. The method comprises two principal op-
erations: quantization, which utilizes a lower bit width to enhance computation
efficiency, and de-quantization, which reverses this process for operations that
necessitate floating-point accuracy. The processes are defined as follows:

X
Xq = Chp <Round <fp> - Z,(IminanaX) y Xdeq =S (Xq + Z) ’ (4)
S

where s is the scaling factor determined by the range of full-precision data, z
represents the zero point, and ¢4, and g¢i, denote the clamping thresholds.
Calibration is then introduced to determine the optimal quantization thresh-
olds (¢maz and Gmin), ensures that the quantized output retains the most sig-
nificant data |20]. During these processes, PTQ introduces two types of errors:
rounding error and clamping error. Rounding error occurs due to the quantiza-
tion of continuous values to discrete counterparts, while clamping error results
from constraining values within the specified ¢in and g, thresholds to prevent
overflow or underflow. Efforts to mitigate rounding errors include task-specific
rounding strategy [32] and block reconstruction |27]. To address clamping error,
Esseret al. |7] carefully selects the quantization threshold during calibration.

2.3 Challenges in PTQ for Diffusion Models

One primary challenge in PTQ for diffusion models is the variability of activa-
tion ranges, where differences across timesteps lead to clamping errors due to
the use of a fixed quantization step size s. In response, Shang et al. [47] de-
vised a calibration set that specifically incorporates samples near ¢t = 0, using
a skew-normal distribution. Li et al. [24] introduced uniform timestep sampling
and shortcut-splitting quantization as strategies to alleviate quantization er-
rors in UNet structures. He et al. [15] recommended varying the bit-widths for
activation quantization across timesteps, coupled with variance re-scheduling,
to effectively manage quantization errors. Similarly, Ho et al. [48] introduced
a novel method that dynamically adjusts the quantization interval based on
timestep information. These innovative approaches have successfully preserved
the performance of quantized DMs with 4-bit weights and 8-bit activations.

Despite the advancements in PTQ for DMs, another challenge, the error ac-
cumulation, remains underexplored. Error accumulation refers to a phenomenon
where initial errors propagate and amplify in later timesteps due to exposure
bias [23}[25,/36,/37]. In our work, by addressing this key issue during models’
inference, we aim to close the gap between quantized diffusion models and their
full-precision counterparts.

3 Problem Assumption and Statement

Notation Given a full-precision noise estimation network in diffusion models,
€y, we denote its quantized version as €y, their input latent variable at timestep
t as x; and X, their noise estimation as €y (x¢,t) and €p (X¢,t), respectively.



6 Yao et al.

In DDPM [17], the input of a full-precision noise estimation network at time
step ¢ — 1 can be formulated as:

Xp_1 = \/lcTt <xt - \/1@670_%69 (xt,t)> + 0,2, (5)

where ay, B;, a; and oy are fixed full-precision constants, and z ~ N (0,I). We
define the error on the input of a quantized model at timestep ¢t — 1 as:

AXp 1 = X1 — X1

L Xy — X ,L € (X —€g(x
7\/0713( t t) \/m( 9( tﬂt) 9( t7t)) (6)
1 B

B Vor VO — oy Ae:.

Based on the above decomposition, we can deduce that the input error at ¢t — 1
stems from two sources: the input discrepancy and the noise estimation dis-
crepancy at the previous timestep, represented by Ax; and Ae;, respectively.
Therefore any input discrepancy will propagate to next timestep. Since the noise
estimation network €y is non-linear, and the quantized model €y has a different
input-output mapping compared to its full-precision version €y, it is difficult to
predict the input error’s influence on the noise estimation. As a consequence, we
propose to minimize these two terms separately. We have:

1A% = [ Axy — L
v/ Ot VO — OOt

1
< —|A
< \/07t|| XtHJr

Aet”
5, (7)
\/ﬁ | Ael].

Above formulation indicates that, if we can effectively rectify Ax; and Aeq,
we might success in reducing Ax;_1. This further leads us to one solution for
the error accumulation challenge in quantized DMs: by rectifying the error in
the input and the noise estimation for all timestep, the error accumulated at the
end Axg shall be reduced, which indicates that high-quality synthesis images
would be obtainable with quantized diffusion models.

Assumption 1 [25] Given a quantized diffusion model and its full-precision
version, at timestep t, reducing their input discrepancy Ax;, and their noise
estimation discrepancy, A€y, is to reduce the discrepancy between their final out-
puts, Axq.

Consequently, we propose to reduce the input discrepancy and the noise
estimation discrepancy separately for each timestep.
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4 Timestep-Aware Correction

In this section, we present the timestep-aware correction method, which dy-
namically reduces the quantization error accumulated on the latent image. At
each timestep, the correction consists of two processes: noise estimation re-
construction (NER) and input bias correction (IBC). With the proposed
method, we can effectively correct the quantization error and alleviate the error
accumulation during the inference of low-precision DMs.

4.1 Noise Estimation Reconstruction

To reduce the noise estimation discrepancy between the full-precision model and
its quantized version, an intuitive method is to introduce an additional neural
network to predict error in the corrupted estimation. However, the complexity
of this approach is not consistent with the simplicity of PTQ. Therefore, we aim
to find a simple yet effective way to reconstruct the noise estimation.

Previous work in PTQ [1L[5] succeeded in reconstructing the activation map
in intermediate layers using damaged activation. Inspired by this approach, we
assume that the noise estimation from a full-precision model €; can be partially
reconstructed from its corrupted version €;, with a linear function.

Assumption 2 Given a quantized diffusion model, if its input distortion to the
full-precision one X; — x; is small enough, e.g. X; ~ x;, the noise estimation
from the full-precision diffusion model €g (x¢,t) can be partially reconstructed by
scaling the noise estimation from the quantized model €g (X¢,t) with a channel-
wise scaling factor.

We then introduce the timestep-dependant reconstruction coefficient K €
RT*C where T denotes the number of denoising steps, and C' denotes the num-
ber of channels of estimated noise. Then the reconstructed noise in timestep ¢
can be represented as follows:

ég ()A(t, t) == Kt . ég (Xt, t) 3 (8)

where (-) denote the channel-wise multiplication. We now focus on finding a loss
function £, by minimizing which, we can efficiently reconstruct €y (x¢,t),Vt €
[0,T7:

min L (€g (X¢,t) , € (X¢, 1)) . 9)

For brevity, in Sec. we omit the input of the noise estimation net-
work, using €;;, € ; and €. ; to denote the estimation €;; (x¢,t), €, (%X¢,t) and
€ (X¢,t),1 € [0,C — 1], respectively.

While simply minimizing MSE between two images might cause blurriness,
inspired by previous work in PTQ [9], we measure both the absolute error and
the relative error in our loss function £. For the convenience of computation and
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optimization, we use the inverse root quantization to noise ratio (rQNSR) [9] to
measure the signal’s relative distortion caused by the quantization noise:

H W /A 2
> 2ok (Erigk —Gt,m',k)
Z E t 1,9,k

where H and W denote the height and weight of the noise estimation, respec-
tively. By taking the A; as the weight of rQNSR penalty in £ and Ay the regu-
larization coefficient, we define the reconstruction loss for channel i at timestep
t as:

L (K éri€ni) =(1— i) MSE (&, €)” + M\ - tQNSR (&4, €,5)°

+ Ao - (Kt,i — 1)2.

Our next object is to find the optimal K, , that reduces the MSE and the

rQNSR simultaneously. By expanding Eq. , we have:

rQNSR (€&, €:,i) =

; (10)

(11)

H W
. 1 .
L (K &riseri) = (1= M)+ Z Z (Kt — €4igh)”

H W

1 K 'Le 7 — € 3
gy Y (M) g, -
; €t.i.5,k
=A;;- Kt,i + Bt - Ky + Dy g,
(12)
where
At,’i: AIZ Zk €t1jk+)‘12 ZWE:%J’Q—F)‘Q?
By =222 50 i nerign — 20 Y0 ZW 27” — 2)g, (13)
Diy =20 7 €2, 50+ MN + e,
N=C-H - W
The second derivative of the loss with respect to Ky ; is:
Ly
=~ = 2A;,. (14)
0K?,

By assigning both A; and Ao as positive coefficients, we have A,; > 0. As a
consequence, the reconstruction loss is convex, permitting us to minimize it
with the closed-form solution which satisfies:

OL(K, ;)
0Ky ;

Plugging Eq. (13) into Eq. (I5), we have:
K Bii (1_>‘1)Z Zk €t”k€t”k+)\1]\/z ZW‘::M+)\2N
ti = — !
2At,z (1_)\1)2 Zk 6tzgk+)\1NZ Zwez%]k+)\2

— 0. (15)

(16)
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In practice, we pre-calculate K, ; using a small batch of samples. Considering
that larger values in €;; might indicate more change to x;; [50], correcting the
error in larger value other than that in smaller values might lead to more effective
reconstruction. Therefore, when calculating K; ;, we only consider pixels whose
values are larger than a threshold:

¢ H W

1
Tt = kthreshold * N Z Z Z |€t,i,j,k|7 TE RTa (17)
i § ok

with kipreshoid denoting the coefficient for threshold calculation. We use the
element-wise mask M € RTXCXHXW 4 filter pixels with small activation:

1 ife;ip0>T

M, .. = 505 ’ 18

bigk {0 otherwise. (18)

By replacing €; ; and €;; in Eq. with & ; - M and €, ; - M, we calculate
the reconstruction coefficient K, ; with following formula:

(1= M) S S i jwerijuMes + AN SF ST Shiik AL 4 AN
J J 3k

€t,i

&2 P
(1—A1) ZJH ka éii,j,kMt,i + AN Zj{ Ekw ?z’k My + XN

tyi, g,k

ti =

(19)
Both multiplication and division in Eq. are element-wise. After pre-calculating
K., for a small batch, this coefficient is directly used for estimation reconstruc-
tion during inference, as shown in Fig.

4.2 Input Bias Correction

Diffusion models are trained on the objective [17]:

Lsimple (9) = ]Et,xo,e |:||6 — €y (@XO + v 1- &tevt) H2:| ) (20)

where 6 denotes the model parameters, € denotes the target noise, €y denotes
the noise estimation network, &; denotes the hyper-parameter and x, denotes
the input image. While in the training, the DMs are given the ground-truth
input /a;xo + /1 — as€, they never receive it as input during the inference,
resulting in noise estimation error. Such training-inference discrepancy in auto-
regressive generative models is named as exposure bias [46]. Recent works [23][36]
37| systematically analyze the exposure bias problem in full-precision diffusion
models and succeed in improving the models’ performance by addressing this
problem.

We argue that in diffusion models quantized with PT(Q methods, the exposure
bias problem is more severe, considering that the error introduced by quantiza-
tion is far larger than the training-inference discrepancy studied in [23[/25]/36,37].
Thus it necessitates a solution to it.
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According to [17], the training objective Eq. is simplified from:

1
202

1

L b
Ja

Lt—l *C:]Exo,e \/ﬁ
- G

(0.0 - €) - o x (x0,6) 1)

(21)

where C is a constant independent of 6, and py (x: (Xg,€),t) is the model’s
prediction for the mean of x; 1. Eq. indicates that the p, must predict
\/%e given x; |17]. Therefore, if the mean of X; is close to x;, low-precision
DMs might be able to predict €; better.

We propose Input Bias Correction (IBC) to correct the input discrepancy.
We first calculate the average element-level bias in the deviated model input

using a mini-batch of S sample:

S
1 .
Brijr =g D Risijk = Xt5,i5k) , B € RTXOHW, (22)
s=0

during the inference, the input discrepancy can be rectified with this correction:

Xi—1 = X1 — By1. (23)

We further compare the IBC with the estimation bias correction strategy
(solely correct the mean of &), and find that IBC performs better, which indi-
cates that directly addressing the exposure bias problem in low-precision DMs
is an effective method (see Appendix B).

The overall timestep-aware correction pipeline, including the pre-process and
the inference process, is described in Appendix C. During inference, the corrected
sampling process for low-precision DMs can be formulated as:

1
54(1571 = \/@ ()A(t — \/15—t7athé9 (Xt — Bt,t) — Bt) +z,Z ~ N(O,I) (24)

5 Experiments

5.1 Experiments Setup

Following previous work for diffusion quantization |14}(15}241/47], we evaluate
our method on both unconditional and conditional generation. For unconditional
generation, we conduct experiments with quantized DDIM on CIFAR-10 [22],
LDM-8 on LSUN-Church [54] and LDM-4 on LSUN-Bedroom. For conditional
generation, we evaluate our method with Stable-Diffusion v1.4 [40] on text-to-
image task. Notably, even with unseen prompts, TAC-Diffusion still achieves
considerable improvement in generated images (see Appendix M). In experi-
ments of 3-bit and 2-bit weight quantization, we compare our model with the
state-of-the-art PTQ methods, including PTQ4DM [47], Q-Diffusion [24], and
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PTQD [15], implementing their result by rerunning their official codes. The pri-
mary metric for diffusion models is Fréchet Inception Distance (FID, the lower
the better) |16], we report it for all experiments. We also evaluate the Inception
Score (IS, the higher the better) [45] for experiments on CIFAR-10. To ensure
consistency with previous works, all results are obtained by sampling 50,000 im-
ages. To further investigate the portability of the proposed method, we extend
it to another fast sampling method, DPM-solver++ [31] (see Appendix D).

5.2 Main Results

We conduct extensive experiments on CIFAR-10 [22| using a 100-step DDIM,
across four quantization precisions: W8AS8, W4A8, W3AS8, and W3A6. Quanti-
tative results are shown in Tab. 1] (see the Appendix J for corresponding qualita-
tive results). We observe that, across all precision levels, TAC-Diffusion achieves
better image fidelity and diversity, even outperforming the QAT method Ef-
ficientDM [14] under W8AS8 quantization. At lower precisions, such as W3A8
and W3A6, TAC-Diffusion demonstrates robust performance, maintaining a rel-
atively low FID of 9.55 and 31.77, respectively, thus narrowing the performance
gap between a quantized model and its full-precision counterpart.

Table 1: Quantization results for unconditional image generation with 100 steps DDIM
on CIFAR-10 (32 x 32).

Model Method Bits(W/A) Size(Mb) ISt FID|
FP 32/32 143.2  9.12 4.22
PTQADM [47] 8/8 3426 9.31 10.55
Q-diffusion [24] 8/8 358 948 3.75
TDQ [48] 8/8 34.30 8.85 5.99
EDA-DM [28] 8/8 ~ 940 3.72
TFMQ-DM [19] 8/8 ~ 907 424
EfficientDM (QAT) [14]  8/8 3430  9.38 3.75
Ours 8/8 35.8 9.49 3.68
PTQADM [47] 18 1722 7.92 37.79
DDIM Q-diffusion [24] 4/8 1731 9.12 4.93
(steps = 100 EDA-DM 28] 4/8 - 9.29 4.16
eta = 0.0 ) TFMQ-DM [19] 4/8 ~ 913 478
EfficientDM (QAT) [14]  4/8 17.26  9.41 3.80
Ours 4/8 17.31 9.15 4.89
PTQ4DM [47] 3/8 134 4.21 1154
Q-diffusion [24] 3/8 13.4 853 17.31
Ours 3/8 13.4 8.86 9.55
PTQ4DM [47] 3/6 13.4 4.07 124.97
Q-diffusion [24] 3/6 134  8.54 3321

Ours 3/6 13.4 8.27 31.77
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Evaluations using LDM-4 and LDM-8 on the LSUN-Church and LSUN-
Bedroom datasets are detailed in Tab. 2] The quantitative outcomes for these
high-resolution datasets mirror the performance improvements previously ob-
served in experiments with lower resolutions (see Tab. . Remarkably, TAC-
Diffusion significantly boosts the performance of W3A8/W2A8 quantized LDM-
4 models, achieving FID reductions of 2.03 and 1.69, respectively, compared to
the baseline reported in [24], thereby pushing the limits of post-training quan-
tization (PTQ) for diffusion models to 2-bit precision for the first time.

Table 2: Quantization results for unconditional image generation with 500 steps LDM-
8 on LSUN-Churches (256 x256) and 200 steps LDM-4 on LSUN-Bedrooms (256 x256).

Model Method Bits (W/A) Size (Mb) TBops FID,
Full-precision 32/32 1179.9 22.17 4.06
PTQD [15] 8/8 295.0 2.68 10.76
QuEST [51] 8/8 330.6 - 6.55
TFMQ-DM [19] 8/8 295.0 ~ 401
EDA-DM 28| 8/8 - - 3.83
Q-diffusion |24] 8/8 295.0 2.68 3.65
Ours 8/8 295.0 2.68 3.37
{;?el\ss'sj 500 PTQD [15] 4/8 147.5 1.34 8.4l
eta — 0.0) QuEST [51] 4/8 189.9 - 7.33
TFMQ-DM [19] 4/8 147.5 ~ 414
EDA-DM [28] 4/8 - - 401
Q-diffusion [24] 4/8 1475 134 412
Ours 4/8 147.5 1.34 3.81
PTQD [15] 3/8 110.6 1.0l 12.68
Q-diffusion [24] 3/8 110.6 1.01  9.80
Ours 3/8 110.6 1.01 7.78
Full-precision 32/32 1096.2  107.17 2.98
PTQD [15] 4/8 137.0 6.48 594
Q-diffusion [24] 4/8 1370 648 5.32
LDM-4 Ours 4/8 137.0 6.48 4.94
(steps = 200 PTQD [15] 3/8 102.75 4.86 6.46
eta =1.0) Q-diffusion |24] 3/8 102.75 486 7.17
Ours 3/8 102.75 4.86 5.14
Q-Diffusion 2/8 68.5 243 948
Ours 2/8 68.5 243 7.79

The corresponding qualitative results on LSUN-Church and LSUN-Bedroom
are presented in Fig. 2] and the Fig. [3] We compare TAC-Diffusion with the
full-precision model, Q-Diffusion [24]. These visualization demonstrates TAC-
Diffusion’s superiority in preserving detailed textures and structural integrity,
which are highlighted by red and blue boxes, respectively. We argue that this
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(d) PTD W3A8

Fig. 2: Results on LSUN-Church, with 500 steps W3A8 LDM-8 . Red boxes high-
light areas where our model preserves intricate details more effectively. Blue boxes show
regions where our model maintains structural accuracy.

=

(c) Q-Diffusion W3A8

Fig. 3: Results on LSUN-Bedroom (256 x 256) with 200 steps LDM-4.

success is due to TAC-Diffusion’s ability to reduce errors during both the early
and later stages, when structure and details begin to emerge .
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5.3 Ablation Study

Table 3: Ablation study of each component in our method, with W3AS8 100 steps
DDIM on CIFAR-10 (32 x 32).

Method Bits(W/A) ISt FID|
Baseline [24] 3/8 8.53 17.31
+IBC+ Timestep-Aware 3/8 8.60 (+0.07) 16.16 (-1.15)
+NER + IBC 3/8  8.67 (10.14) 13.42 (-3.89)

+NER + IBC+ Timestep-Aware (Ours) 3/8 8.86 (+0.33) 9.55 (-7.76)

To evaluate the individual contributions of each component in our proposed
methods, we conduct a thorough ablation study using the CIFAR-10 dataset
with a W3A8 100-step DDIM sampler. The results are documented in Tab. [3]
where 'IBC’ represents Input Bias Correction, 'NER’ stands for Noise Estima-
tion Reconstruction, and 'Timestep-Aware’ indicates that corrections are applied
across all timesteps, as opposed to methods where corrections are only applied
at the first timestep. We initiated our evaluation with the strong Q-Diffusion
baseline [24], to evaluate the adaptability of our methods. The findings from our
ablation study are summarized as follows:

(a) IBC effectively improves model’s noise estimation accuracy, as evidenced
by a 1.15 decrease in FID, underscoring our previous discussion on exposure
bias in Sec. (b) NER successfully reconstructs the noise estimation from the
corrupted noise estimation, leading to a notable 7.76 decrease in FID. This also
verifies our assumption in Sec. [£.I] that we can partially reconstruct the original
noise estimation from the corrupted one with a appropriate scale factor. (c)
Applying a singular correction at the initial timestep yields a 3.89 FID reduction.
This is attributed to the reduction of the error at the beginning greatly helps
alleviate the error introduced in subsequent timesteps. thereby mitigating the
error at minimal cost. (d) Timestep-Aware Correction, by actively minimizing
errors at each timestep, substantially lowers cumulative errors in the final output,
leading to a 3.87 decrease in FID compared to the singular correction strategy.

6 Conclusion

In this paper, we present TAC-Diffusion, a Timestep-Aware Correction method
that dynamically rectifies the quantization error in the denoising process of dif-
fusion models. First, we assume that reducing the input discrepancy for each
timestep will also minimize the error accumulated on the final output. Next, We
propose to decompose the input discrepancy into two parts and rectify each one
separately. Extensive experiments demonstrate that when employing our pro-
posed method, diffusion models quantized to low precision can generate images
that are on par with or even better than the full-precision model.
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