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Abstract. Referring Image Segmentation is a comprehensive task to
segment an object referred by a textual query from an image. In nature,
the level of difficulty in this task is affected by the existence of similar ob-
jects and the complexity of the referring expression. Recent RIS models
still show a significant performance gap between easy and hard scenarios.
We pose that the bottleneck exists in the data, and propose a simple but
powerful data augmentation method, Negative-mined Mosaic Augmenta-
tion (NeMo). This method augments a training image into a mosaic with
three other negative images carefully curated by a pretrained multimodal
alignment model, e.g., CLIP, to make the sample more challenging. We
discover that it is critical to properly adjust the difficulty level, neither
too ambiguous nor too trivial. The augmented training data encourages
the RIS model to recognize subtle differences and relationships between
similar visual entities and to concretely understand the whole expression
to locate the right target better. Our approach shows consistent improve-
ments on various datasets and models, verified by extensive experiments.

1 Introduction

Referring Image Segmentation (RIS) is a fundamental task in computer vision
that aims to segment objects described in a natural language expression within
a given scene. Central to RIS is not merely the visual recognition of objects but
also the intricate understanding of the interrelationships among these objects,
interpreted through linguistic cues.

Each RIS problem often requires a different level of multimodal understand-
ing capabilities, depending on visual ambiguity as well as linguistic complex-
ity. For instance, having visually similar objects to the referent in an image
complicates locating and identifying the correct object. In such a case, precise
comprehension of the referring expression becomes a key to find the right target.
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(1) “a sign directing the left side”
(2) “a woman standing in front of the wall”

(b) NeMo(a) original image

Fig. 1: Diverse visual and linguistic challenges of referring scenarios. In (a), query (1)
demands discernment among three road signs, while query (2) involves identifying a
“woman”, relatively easier due to a single instance. NeMo, our method, in (b) uses sim-
ilar negative images to generate a mosaic. Query (2) becomes harder as the augmented
image contains additional instances of “woman” (e.g., women standing or sitting), and
thus “in front of the wall” becomes crucial hint to solve the problem.

Table 1: Statistics of representative Refer-
ring Image Segmentation (RIS) Datasets
Dataset RefCOCO RefCOCO+ G-Ref

# Images 19,994 19,992 26,711
# Ref. Exp. 142,209 141,564 85,474
Query length 3.61 3.53 8.43
Obj. per query 1.76 1.67 3.03

Table 2: mIoU & oIoU on 100 easy and
hard samples from G-Ref UMD test set

mIoU oIoU

Models Easy Hard Easy Hard

LAVT [50] 78.26 54.61 79.16 47.40
CRIS [45] 76.89 52.97 78.81 43.20
CGFormer [43] 79.86 61.22 79.95 53.27

Fig. 1(a) illustrates varying degrees of difficulties even within the same im-
age. The sentence (1) is relatively harder, since three road signs exist and the
model needs to find the target by precisely understanding the entire phrase. The
expression (2), on the other hand, is relatively easier, since there is only one
woman, so one can easily find her regardless of the rest of the phrase.

Many existing RIS datasets, however, have not been created considering such
challenge levels; rather, many examples can be solved by simply finding an object
corresponding to the referred class. RefCOCO and RefCOCO+ [54], for example,
contain easier scenarios with less visual ambiguity and linguistic complexity. On
the contrary, G-Ref [36] is considered harder. As in Tab. 1 and Fig. 2, it contains
more objects in each image on average, and queries are relatively longer.

The level of difficulty significantly varies even within the same dataset. To
illustrate, we manually select 100 easy and hard samples from the G-Ref UMD
test set. We select ‘easy’ samples containing only a single object per its category,
straightforward to identify the target without ambiguity. For instance, in the
third image in Fig. 2, there is only a single woman holding a glass, so just find-
ing ‘a woman’ will suffice. Conversely, ‘hard’ examples contain multiple objects
within the same category, necessitating a detailed perception to distinguish the
intended target. Specific easy and hard examples are provided in Appendix A.
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G-Ref (hard)

“a woman getting 
her hair brushed” 

“right woman”
“the woman” 

RefCOCO
RefCOCO+

“a woman holding a wine glass and is 
wearing a white t-shirt” 

G-Ref (easy) NeMo

Fig. 2: Data samples from RIS benchmarks and augmented samples using our NeMo.
RefCOCO and RefCOCO+ are characterized by relatively easier scenarios with simple
referring expressions, whereas G-Refs encompass more challenging sets.

Tab. 2 shows a significant performance gap between the easy and hard sam-
ples by recent RIS models. This indicates that they are capable of picking the
right object without ambiguity, but they tend to lack in understanding deli-
cate meaning in the referring expressions and using them to distinguish multiple
objects in the same (or similar) categories. To further improve the RIS perfor-
mance, this observation reveals that we may need to revisit if the models have
been provided with sufficiently difficult training data to learn from.

Given this problem landscape, we aim to improve the performance by tack-
ling the data part of the training. Specifically, we postulate that amplifying the
exposure of the models to challenging examples at training could fortify their
capability to understand the subtle dynamics between visual and linguistic com-
ponents. Such complexity often arises when multiple objects, potentially of the
same class, coexist within an image, encouraging the model to fully understand
both the scene and the given referring expression. However, manually labeling
such ‘hard’ data examples is prohibitively expensive.

Recognizing the key factors behind the difficulty and quality of RIS train-
ing data, we introduce a simple but universally applicable data augmentation
method, Negative-mined Mosaic Augmentation (NeMo). Inspired by the mosaic
augmentation in YOLO v4 [3], NeMo augments each training image by combin-
ing it with three other images in a 2 ⇥ 2 formation, showing four times more
objects on average. However, NeMo differs from the previous method in that
the extra three images are not chosen at random, but are carefully selected to
create a properly challenging training example. Specifically, we propose consider-
ing relevance between the referring expression and candidate images, measured
by a cross-modal retrieval model, e.g., CLIP. To build a mosaic, our method
selects negative images containing objects from the same or similar category to
the referred object, retrieved based on the relevance to the referring expression.
Augmented mosaic images mimic challenging referring examples as in Fig. 1(b),
encouraging the model to learn subtle visual differences and to concretely un-
derstand the given referring expression to better locate the target.
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One might concern if combining similar images may create false positives,
where the correct object in an image becomes invalid due to the objects in the
other quadrants. We study the possibility and impact of such false positives,
and discover that it is indeed critical for the mosaic to have the right level of
difficulty to be maximally effective. Based on our observations, we present a
strategic retrieval process to make the mosaic neither too hard nor too easy.

From extensive experiments with five state-of-the-art RIS models, we ver-
ify that NeMo consistently improves performance across all models on multiple
datasets. Furthermore, we exhibit that NeMo encourages a model to make better
connections between words and visual components, grasping fine details in the
scene and the referring expression. We expect our study to support the primary
aim of the RIS task, distinguishing multiple candidate objects in the scene and
recognizing the target based on the textual description.

Our main contributions are summarized as follows:

1. We introduce NeMo, a simple but powerful labor-free data augmentation
method for Referring Image Segmentation (RIS), effective across various
datasets and models.

2. We discover that it is critical to adjust the level of difficulty to successfully
apply a mosaic augmentation, and propose a systematic way to tune this
difficulty by generating training examples at a properly controlled difficulty.

3. We empirically verify that NeMo enhances both visual and textual under-
standing capabilities for segmenting the right target.

2 Related Work

Referring Image Segmentation (RIS). Existing studies [15] have concen-
trated on encoder and decoder architectures to handle multimodal features:
RNNs [27, 29, 37, 42] and Transformers [1] for text features, and CNNs [15, 29],
DeeplabV3 [1,6,27], and DarkNet [19,35] for visual encoding. Transformer-based
backbones [9,19,20,33] and multi-scale features [5,16,18,52] are recently popular
to capture detailed object masks. Visual-linguistic fusion has evolved from sim-
ple concatenation [15] to syntax-based [17, 18, 53] and attention-based; to name
some: LAVT [50], VPD [58], and RefSegformer [47]. VLT [10], CRIS [45], and
ReSTR [23] employ cross-modal decoder fusion. ReLA [28] and CGformer [43]
organizes visual features into language-conditioned tokens, capturing region-level
information. PolyFormer [31] converts grounding tasks into sequential polygon
generation. VPD [58] leverages a multi-scale feature map from a text-to-image
diffusion model for RIS. Unlike prior studies focusing on architectural enhance-
ments, our work redirects attention to the quality and nature of the data, propos-
ing a straightforward augmentation to create more refined training examples.
Datasets for RIS. Initially, ReferIt [21], RefCOCO [54] and RefCOCO+ [54]
have been introduced as benchmarks for single-target RIS. RefCOCO contains
many positional words such as “front” or “the third from the right”, while Re-
fCOCO+ prohibits such direct usage of words on positions. Many examples
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in these benchmarks often present over-simplified scenarios with a short query,
without enough ambiguities in images. In contrast, recent datasets embrace more
complex scenes and intricate linguistic expressions. G-Ref [36] contains relatively
longer sentences, making the task more challenging. Built upon [24], Phrase-
Cut [46] provides examples with multiple targets with attributes, categories,
and relationships in phrases. GRES [28] steps up the complexity by incorporat-
ing references to no target and multiple objects. CGFormer [43] introduces new
splits on RefCOCO datasets to measure generalization capability on objects of
unseen classes. Our method is aligned with these studies for better data quality,
but we directly generate complex examples via augmentation.
Data Augmentation Methods. Various data augmentation methods have
been proposed for semantic segmentation. Early strategies involve random ob-
ject pasting [11]. Multi-modal mixup [13, 57] fuses images and associated texts.
Beyond this, CutMix [56] transposes rectangular image sections onto others.
Mosaic data augmentation, originally pioneered for object detection by YOLO
v4 [3], generates a composite image from segments of multiple sources, preserving
their ground truths. MixGen [13] is another multimodal augmentation, blending
two images and combining pairs of text sequences. However, this mosaic-based
method has not been specifically designed for the RIS task, to the best of our
knowledge. In this paper, we discover that simply putting four images into a
mosaic does not guarantee maximal performance improvement, and propose a
way specific to RIS to curate mosaics.
Retrieval Augmented Vision-Language Models. Retrieval Augmented mod-
els [7] employ retrieval to leverage additional knowledge from external data to
enhance model’s learning capabilities. Starting from KNN-LM [22], several works
in natural language processing have enhanced large language models by con-
necting them with external sources, intricately arrayed in structured syntax and
semantic relations [4, 12, 25, 32, 39, 55]. This approach has expanded to various
vision-language tasks; e.g., image synthesis [2,8,41], classification [34], and multi-
modal applications [51]. This method is used to generate hard negatives in tasks
like multimedia event extraction [26] and provide task-specific data augmen-
tation [30, 34]. Additionally, RA-CLIP [48], K-Lite [40], and ASIF [38] employ
retrieval to enrich visual concepts and to align image-text modalities.

In our work, we employ retrieval for mosaic augmentation tailored for the
RIS task. By generating ambiguous scenarios with hard negatives, we enforce
the model to better connect textual expressions with visual components, aiming
to improve the model performance in complex situations.

3 NeMo: Negative-mined Mosaic Augmentation

In this section, we propose a model-agnostic data augmentation framework,
Negative-mined Mosaic Augmentation (NeMo), for the RIS task. Particularly, we
introduce a simple but flexible augmentation technique that guides us in choos-
ing proper negative images to create harder training samples. Fig. 3 illustrates
the overall pipeline of our approach.
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"a slice of
pepperoni pizza"

Sort by Relevance Score

Query Image

Query Text

Candidate Image Pool

NeMo

Top-

Random
Sampling

Fig. 3: Overall NeMo pipeline. Given an image and a query, it selects negative
images at a proper level of difficulty, filtering out visually or semantically images to
the query to avoid false negatives and irrelevant (easy) images identified by text-to-
image retrieval. It randomly selects three among the remaining to construct a mosaic.

3.1 Motivation for Negative Mining

As discussed in Sec. 1, the level of ambiguity in images largely depends on
whether they contain objects of similar categories related to the referring ex-
pression. We leverage this nature of the RIS task to control the difficulty of each
problem instance by carefully mining the negatives in the mosaic. Fig. 4 demon-
strates how the task difficulty varies with the visual and contextual relationships
between the negative images and the text query. For example, a distinct posi-
tive image of pizza combined with unrelated images like flowers or buses in (a)
poses little challenge for the model. Conversely, images of multiple skateboarders
jumping in (c) provide too many plausible choices for the given phrase, leading
to confusion. We aim to craft training samples with the right level of difficulty
as in (b), neither too easy nor too hard. Balancing challenge and distinguisha-
bility can foster fine-grained learning of the relationships between the referring
expression and the objects in the scene.

To select suitable negative images, we define two hyperparameters as illus-
trated in Fig. 3: uni-modal or cross-modal similarity score threshold (⌧) to ex-
clude overly similar examples, and the number of top negative image candidates
(K) to consider. The filtering process is detailed below.

3.2 Negative Image Mining Methodology

For an original training example (I, T ), where I and T stand for the original
image and referring expression, our approach aims to retrieve negative images
that are moderately aligned with T from the pool of all images, D. To quantify
the relevance of each candidate image I(i) 2 D, we rely on visual-text similarity
scores estimated by a pre-trained cross-modal model, e.g., CLIP [26].
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(a)  easy : “the rightmost 
pizza on a paper plate”

(b)  proper : “a sign between 
a  woman and a SUV”

(c)  invalid : “a man 
jumping with a skateboard”

Fig. 4: Comparison of negative image choices Finding the “rightmost pizza” in (a)
is nearly as easy as in the single image, as there is no other pizza-like object. Multiple
road signs in (b) require discerning the relative location of a woman and an SUV, more
challenging than the original single image. (c) is invalid as multiple images contain “a
man jumping with a skateboard”.

Determining the Upper-bound. At a glance, it looks straightforward to
choose the top N images that are most relevant to the target text T as hard
negatives. The images with the highest relevance in D, however, can be visually
too similar to the query, which may result abundant potential choices. Those
negatives are in fact ‘false negatives’, where there exists another object perfectly
in accordance with the referred expression T within the retrieved negative image
and thus it becomes impossible to find the intended one, as in Fig. 4(c).

To address this, we filter out potential false negatives, or excessively relevant
candidate images to T . Specifically, we compute the relevance score ⇢(i) of each
candidate image I(i) 2 D with the referring expression T by t>v(i), where v(i)

and t are CLIP visual and text embedding of the candidate image I(i) and T , re-
spectively. NeMo then prevents potential false negatives by excluding candidate
images that are too relevant to T with ⇢(i) � ⌧ , where ⌧ is a hyperparameter
to control the tolerance of upper-bound filtering. With a large ⌧ , we filter only
extremely relevant images from the candidate set, while with a smaller ⌧ , we
aim to filter more to ensure less false negatives to occur.

Alternatively, we may use ⇢ for the image-to-image similarities, v>v(i), be-
tween the positive image I and all other negative candidates I(i) 2 D, where v is
the CLIP visual embedding of I. This can be useful to capture a highly relevant
candidate image captioned with a less similar text form. It is also possible to
use both text-to-image (t-i) and image-to-image (i-i) similarities, filtering out
images either ⇢(i)t-i � ⌧t-i or ⇢(i)i-i � ⌧i-i. See Appendix H for empirical comparison.

Determining the Lower-bound. After we filter out excessively similar images
that are ⇢(i) � ⌧ , we collect K most plausible images described by T among the
remaining candidate images. At this step, the relevance of an image I(i) can be
computed using the same ⇢ or some other ⇢0. To keep the framework general, we
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use ⇢0 for the relevance used in this step; that is, we collect the top K images
with highest ⇢0 from the set {I(i) 2 D : ⇢(i) < ⌧}. We illustrate the simpler case
with ⇢ = ⇢0 in Fig. 3, and the general case with ⇢ 6= ⇢0 in Appendix H. We then
randomly select 3 out of the K candidates, arrange them with the positive I in
a 2⇥2 mosaic grid, and resize the resulting image to half width and height. The
quadrant corresponding to the positive image is labeled accordingly, while the
other three quadrants are set to negative for all pixels.

K is another hyperparameter to control the difficulty of an augmented image.
Lower K would select more plausible images related to T , which might include
other partially correct objects. With a higher K, chances of choosing less relevant
images increase. When K ⇡ |D|, it is equivalent to the uniform selection.
Augmentation Ratio �. In practice, we expose the model to single images as
well as augmented ones during training, since eventually the model performs on
single images. Specifically, we apply NeMo with a probability of � 2 [0, 1], while
the rest (1� �) uses an original single image.
Summary. The overall process ensures a proper level of difficulty, guided by the
parameters ⌧ and K. When adjusted properly, ⌧ helps to filter out images that
are too similar, and K determines the number of relevant images to consider.
Careful calibration of them guides the chosen images to be sufficiently similar
to T but at the same time distinct enough from the positive image I. Such a
balanced selection of images helps the model to better understand and adapt to
various visual contexts, thereby significantly improving its learning capabilities.

3.3 Addressing False Negatives & False Positives

Even with a careful choice of ⌧ and K, NeMo may still generate false negatives
(FN) and false positives (FP), especially on simpler referring expressions.

First, FN occurs when another object perfectly matching with T exists in one
of the chosen negative images. This seems problematic since it is still labeled
negative but it is essentially a positive. Nevertheless, we claim that FNs are
not significantly detrimental to performance. Similar to the Masked Language
Modeling in BERT [9], where multiple valid fill-ins exist for a blank but only one
is taught, the model would learn the probability distribution of plausible objects
upon sufficient examples and repeated training.

Meanwhile, FP happens when the correct object in I is affected by its place-
ment in relation to other images, often due to positional descriptors5 in T . This
is more common when the target object is designated by its relationship with
other objects or its position within the image frame. For example, if “a woman
in the left” is positioned in the right quadrant within the 2 ⇥ 2 grid and an-
other woman appears in the left negative image, the target designation shifts,
invalidating the label on the original target.

FPs can be a more critical problem than FNs, since they can mislead the
model to select a wrong object. We show that our NeMo inherently provides a

5 e.g., left, right, low, high, top, bottom, o’clock, corner
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Table 3: Overall RIS performance (in oIoU) comparison with and without NeMo

RIS model NeMo RefCOCO (UNC) RefCOCO+ (UNC) G-Ref (UMD) GRES Average GainVal TestA TestB Val TestA TestB Val Test Val

LAVT [50] 7 72.73 75.82 68.79 62.14 68.38 55.10 61.24 62.09 57.64 +1.92±2.34
3 73.25 76.12 69.67 62.52 69.95 56.02 63.40 64.95 65.35

CRIS [45] 7 66.68 70.62 59.93 56.94 64.20 46.97 55.91 58.50 54.55 +1.73±0.82
3 68.66 72.82 63.06 57.94 65.25 48.41 58.47 59.07 56.23

ReLA [28] 7 73.67 76.18 70.39 63.82 68.70 55.78 65.22 65.29 63.10 +0.97±0.82
3 74.24 77.11 70.39 65.35 70.55 56.68 65.32 65.73 65.54

CGFormer [43] 7 72.53 75.12 70.09 63.55 68.58 56.05 62.92 64.63 64.77 +1.04±0.67
3 73.52 76.07 70.92 64.30 69.58 57.85 65.31 65.07 65.00

VPD [58] 7 73.46 75.31 70.23 61.41 67.98 54.99 63.12 63.59 62.38 +1.47±0.85
3 74.48 76.32 71.51 62.86 69.92 55.56 64.40 64.80 65.89

Average Gain +1.11±0.79 +1.21±0.48 +1.55±0.99 +3.11±2.83

way to prevent FPs; choosing a lower ⌧ would reduce the chance of FP by filter-
ing out even less relevant candidate images. See Sec. 4.4 for empirical verification.

4 Experiments

4.1 Experimental Settings

Datasets. We evaluate on four widely-used RIS benchmarks: RefCOCO [21],
RefCOCO+ [21], G-Ref [36], and GRES [28]. Dataset statistics are summarized
in Tab. 1. For RefCOCO and RefCOCO+, we use the train, validation, test A
and B partitions. We use both UMD [54] and Google [36] split for G-Ref dataset.
Refer to Appendix D for the Google split.
Metrics. We adopt three metrics. First, overall intersection over union is the
proportion of the intersection area to the union area across all test samples. Due
to its tendency to favor larger objects, we also use mean intersection over union,
representing the average intersection between the prediction and the ground
truth for all samples. Lastly, we report Precsion@p, the ratio of samples whose
IoU with the ground truth exceeds the threshold p, with p 2 {0.5, 0.7, 0.9}.
RIS Models. To verify the applicability of our data augmentation method,
we experiment with five state-of-the-art RIS models: LAVT [50], CRIS [45],
ReLA [28], CGFormer [43] and VPD [58]. For each method, we compare the
overall RIS performance with and without applying our NeMo. Refer to Ap-
pendix B for implementation details.

4.2 Effectiveness of the Proposed Method

Tab. 3 compares the performance of various RIS models with and without ap-
plying our method in Overall IoU (see Appendix C for Mean IoU). We observe
that NeMo improves the performance under all settings, across all datasets re-
gardless of the RIS model. This indeed reveals that a bottleneck has also been in
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(a) NeMo (b) YOLOv4 (c) CutMix (d) MixGen

Query : A woman in a white shirt looking down at a laptop

Fig. 5: Samples from other multi-modal augmentation method. 2⇥ 2 mosaic
samples from (a)NeMo, (b)YOLOv4, (c)CutMix, (d)MixGen.

Table 4: Comparison to other multi-modal
augmentations on G-Ref

Augmentation oIoU Prec (Val)
Method Val Test 0.5 0.7

CRIS 55.91 58.50 67.95 54.84
+YOLOv4 [3] 56.22 58.55 66.94 53.54
+CutMix [56] 56.50 58.34 66.63 53.11
+MixGen [13] 53.62 55.85 64.37 51.28
+NeMo (Ours) 58.47 59.07 70.01 56.60

Fig. 6: mIoUs for the different
number of negative objects.

data, not just the modeling aspect, and our method effectively provides ambient
training examples with a curated complexity.

An interesting observation is that the degree of improvement differs by the
datasets. On average, we observe a larger performance boost on a more complex
dataset (G-Ref) than simpler ones (RefCOCO and RefCOCO+). Compared to
the other two, G-Ref contains nearly twice many objects and three times longer
queries (see Tab. 1). G-Ref benefits more from NeMo because of its intricate
referring expressions and visually dense scenes. Similarly, on GRES, extension
of RefCOCO+ with no-target and multi-target queries, NeMo shows significant
performance gain. The complex expressions in GRES amplifies the challenge
of correctly identifying target(s), and the result validates the robustness of our
method in handling more complex referring scenarios. In contrast, our approach
provides less impact on the relatively simpler datasets, because they do not
require a nuanced understanding to differentiate similar objects. Nevertheless,
we still notice some improvements even on these simpler datasets, indicating
that NeMo is still beneficial and does not affect negatively.

4.3 Comparison with Other Augmentation Methods

Tab. 4 compares different multi-modal augmentation methods on G-Ref. We ob-
serve that most methods degrade performance, showing that other augmentation
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Table 5: Performance over various sentence
lengths on G-Ref UMD test split.

RIS model NeMo Length of T
1-5 6-7 8-10 11-20

LAVT [50] 7 63.95 63.46 63.03 63.00
3 66.50 65.39 64.40 64.72

CRIS [45] 7 58.91 56.41 55.29 57.33
3 60.77 57.17 57.05 58.35

ReLA [28] 7 66.67 64.95 63.82 65.95
3 66.63 65.00 63.75 67.26

CGFormer [43] 7 65.85 65.12 64.33 63.87
3 66.30 65.44 63.98 64.98

VPD [58] 7 67.53 66.12 65.49 67.44
3 66.30 66.86 67.33 68.12

Fig. 7: mIoUs for various object
sizes. Sizes are binned such that each
bin contains 10% of the test set.

methods are not suitable for the RIS task. Fig. 5 illustrates how they can fail
for RIS; YOLOv4 and CutMix often lose or obstruct referents after cropping
or overlaying the image. MixGen also underperforms, likely due to difficulties
understanding the whole scene of the original image while interpolated. These
results endorse NeMo as a suitable augmentation approach for the RIS task.

4.4 Detailed Analysis of the Proposed Method

Performance on Challenging Scenarios. RIS task is challenging when it
cannot be easily resolved through class or positional keywords alone. This occurs
when there exist multiple objects of the same class as the referent, where we
expect NeMo to be particularly effective. To evaluate this systematically, we
compare the performance with varying number of negative objects within the
image. We first detect objects in the scene with a pre-trained detector, and
identify same-class objects that closely overlap with the target to count negative
objects. Fig. 6 shows that the performance gap between with and without NeMo
gets larger with more negative objects in the image. This indicates that NeMo
performs better on challenging samples as our expectation.
Robustness on Object Scale. We evaluate the impact of our method across
various object sizes in Fig. 7. Improvement is observed in most cases, especially
for smaller objects. This can be attributed to the wider range of object scales
seen during training by integrating objects both in the original and 1/4 size.
Fig. 9(a) demonstrates that our method successfully detects a blurred and small
“person” in the background, positioned behind the most prominent person in the
image. Overall, we observe clearer boundaries in the final activation maps with
NeMo, commonly illustrated in Fig. 9.
Complexity of Referring Expression. Following [23, 29], we measure how
our method behaves depending on sentence lengths. Tab. 5 shows that NeMo is
effective across all sentence lengths, even with longer complex ones. NeMo also
helps capture important linguistic cues for grounding. In Fig. 9(b), our method
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Table 6: Effect of FP on RefCOCO
oIoU Prec (Val)

Method Val TestA TestB 0.5 0.7

CRIS 66.68 70.62 59.93 80.89 69.23
Ours 68.66 72.82 63.33 82.87 70.63
Ours wo/ FP 68.30 72.41 63.26 81.96 70.18

Fig. 8: Performance gain for queries
with and without positional keywords.

(a) a person in a hat and jacket walking down 
the street

(c) the second horse from the right (d) a pizza on a plate in front of a woman

(b)  black plastic compartment dish with rice in the 
left side and lentils in the right side

Image Baseline Ours Image Baseline Ours

Fig. 9: Visualization of activation maps with and without NeMo on CRIS

segments the entire dish while the baseline only detects the left half without
fully understanding the query describing the right half.
Positional Understanding. Fig. 8 demonstrates that NeMo exhibits stronger
improvements especially for queries with positional keywords even when the
queries are long and complex. Along with the improved visual and textual un-
derstanding with NeMo, the model is exposed to various samples in mosaic not
confined to the specific local positions, which requires deeper positional under-
standing. As seen in Fig. 9(b,d), our method captures objects more accurately
in scenarios involving directional expressions, indicating improved understand-
ing both in absolute and relative positions. In Fig. 9(c), it is apparent that our
method yields an output with more distinct shape for “the second” horse.
Effect of False Positives. Even after tuning ⌧ , one might concern non-zero
probability of FPs. To address this, we conduct a rule-based experiment to re-
strict the location of the positive image, if the text contains positional keywords.
For example, images labeled with ‘left’ are forced to be in one of the left quad-
rants. This experiment is carried out on RefCOCO, featured by simpler texts.
As shown in Tab. 6, performance gap between with and without the constraint
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Table 7: Ablation on �

� P@0.5 P@0.7 P@0.9 oIoU mIoU

0.8 69.61 56.62 14.64 57.31 60.62
0.6 69.00 57.09 16.06 58.15 60.90
0.5 69.51 57.23 16.38 57.81 60.85
0.4 69.38 56.33 15.85 57.40 60.88
0.2 70.16 56.46 15.38 57.38 60.62

Fig. 10: Ablation on K

Table 8: Ablation on ⌧

⌧
G-Ref(Val) K = 200 RefCOCO(Val) K = 800

P@0.5 P@0.7 P@0.9 oIoU mIoU P@0.5 P@0.7 P@0.9 oIoU mIoU

1.00 69.14 55.76 15.09 58.06 60.73 81.90 69.36 19.96 68.04 70.34
0.85 69.47 56.29 15.08 57.57 60.50 82.14 71.04 20.07 68.01 70.71
0.75 70.01 56.60 15.89 58.47 61.36 81.35 70.23 19.81 68.00 70.19
0.60 69.63 56.17 14.07 57.92 60.36 81.66 70.02 19.31 67.74 70.29

turns out to be minimal, indicating that ⌧ and K is effective in mitigating FPs.
Intriguingly, NeMo without the constraint performs the best. We interpret this
as 1) NeMo hardly creates FPs with well-tuned ⌧ and K, and 2) even if some FPs
exist, the benefit from allowing more diversity of augmented images is bigger.
See more discussion in Appendix J.

4.5 Ablation Study

We conduct an ablation study to break down the contributions of individual
components of NeMo. All experiments are conducted with CRIS [45] on the
UMD validation set of G-Ref and UNC validation set of RefCOCO.
Augmentation Ratio �. Recall from Sec. 3.2 that we apply the proposed
augmentation with the probability of � to each training sample. When NeMo is
not applied, original single images are used for training as the model eventually
infers on the single images. Before adjusting the difficulty of mosaics, we conduct
this experiment at the median level of difficulty by setting K = |D|/2. Tab. 7
indicates that best performance is obtained when � is between 0.5 to 0.6, while
performance slightly drops with � too large or too small.
Negative Image Pool Size K. We explore the optimal pool size of the candi-
date negative images, K, on both G-Ref and RefCOCO. Adjusting K tunes not
just the number, but also the minimum relevance of the negative images to be
considered. The other hyperparameters are set to the default values, ⌧ = 0.75
and � = 0.6. Fig. 10 reveals that both exceedingly low and high K are subopti-
mal. With too small K, only mostly similar images may remain, creating FP and
FN frequently. In contrast, an extremely large K brings little additional chal-
lenge, getting closer to the uniform selection. This confirms that a moderate level



14 S. Ha, C. Kim, D. Kim et al.

Fig. 11: Visualization of predictions from the G-Ref test set.

of challenge in the negative samples is most beneficial. Besides, the optimal K
values differ significantly by the datasets: 200 for G-Ref and 800 for RefCOCO.
In a simpler dataset, allowing less visually similar images would enhance overall
performance by minimizing the chances to cause FP/FN.
Upper-bound Threshold ⌧ . We explore the optimal ⌧ 2 {0.6, 0.75, 0.85, 1.0}
where K is fixed to the best value found for each dataset above. Tab. 8 shows
that a moderate ⌧ around 0.75 to 0.85 yields the best performance. With a
larger ⌧ , less images are filtered out, causing more chances for FP/FN. With
too small ⌧ , it becomes closer to random sampling again. We further explore the
cross-effect of ⌧ and K and mosaic design choices in Appendix G.

5 Conclusion

This paper proposes NeMo, an advanced mosaic augmentation method that ex-
poses an RIS model to more intricate and challenging examples, thereby enhanc-
ing its visual and linguistic understanding for locating and segmenting the refer-
ent. NeMo brings consistent performance improvement over various state-of-the-
art RIS models on multiple datasets, especially on datasets with higher visual-
linguistic complexity. Although NeMo shows consistent improvement, data aug-
mentation in this context still remains a relatively unexplored territory. More
sophisticated methodologies, such as an object-level parsing, could potentially
further enhance retrieval, but we leave this for future research.
Limitations. Our method performs well when the dataset contains relatively
homogeneous images. If it contains images from diverse domains (e.g., X-ray,
sketches, or satellite images), mosaic creation may result in unnatural combina-
tions, potentially degrading the performance.
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