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Abstract. Cross-modality person re-identification (ReID) is a challeng-
ing task that aims to match cross-modality pedestrian images across
multiple camera views. Existing methods are tailored to specific tasks
and perform well for visible-infrared or visible-sketch ReID. However,
the performance exhibits a notable decline when the same method is uti-
lized for multiple cross-modality ReIDs, limiting its generalization and
applicability. To address this issue, we propose a generalized domain
shifting method (DNS) for cross-modality ReID, which can address the
generalization and perform well in both visible-infrared and visible-sketch
modalities. Specifically, we propose the heterogeneous space shifting and
common space shifting modules to augment specific and shared represen-
tations in heterogeneous space and common space, respectively, thereby
regulating the model to learn the consistency between modalities. Fur-
ther, a domain alignment loss is developed to alleviate the cross-modality
discrepancies by aligning the patterns across modalities. In addition, a
domain distillation loss is designed to distill identity-invariant knowl-
edge by learning the distribution of different modalities. Extensive ex-
periments on two cross-modality ReID tasks (i.e., visible-infrared ReID,
visible-sketch ReID) demonstrate that the proposed method outperforms
the state-of-the-art methods by a large margin.

Keywords: Cross-modality ReID· Domain shifting · Generalization

1 Introduction

Person re-identification (ReID) aims to match the pedestrian images across mul-
tiple non-overlap cameras, which is of great practical significance for modern
monitoring and criminal investigation systems [3, 16, 43, 56]. Recently, it has
achieved significant progress [9,13,28,43] in addressing massive changes in view-
point, pose, clothes, etc. However, the majority of previous efforts only focused
⋆ Corresponding author.
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Fig. 1: Motivation of our proposed method. CAJ and DEEN are two SOTA VI-ReID
methods. SYSU-MM01 and PKU-Sketch are visible-infrared and visible-sketch ReID
datasets. Our DNS can adaptively learn consistent relationships between modalities.

on visible images captured under good lighting conditions. In real-life practice,
many monitoring images and videos are captured in complex conditions such
as low-light or poor illumination environments. These captured low-light im-
ages and infrared images exhibit significant visual discrepancies with visible
images [31, 35, 44, 46, 53]. Furthermore, when a criminal is witnessed but the
surveillance camera is damaged or fails to capture the pedestrian, criminal iden-
tification can only rely on sketch images drawn by artists [1,2,18,19,22]. These
situations bring challenges to current single-modality methods and raise impor-
tant cross-modality ReID tasks, e.g ., visible-infrared, visible-sketch ReID, etc.

The goal of cross-modality ReID is to identify corresponding infrared, sketch,
or low-light images when given a specific individual visible image, and vice versa.
It is challenging due to the visual discrepancies among different modalities, as
well as intra-modality variations in viewpoint, post, cloth, etc. [5,22,41,48,52,53].
As shown in Fig. 1 (a), visible images contain abundant color information and
closely resemble the signal distribution captured by human vision. In contrast,
images from other modalities often lack vital information such as color, spectrum,
chroma, etc., exhibiting huge discrepancies among different modalities.

To match pedestrian images across modalities, previous works [41,43,47,49,
51,53] utilize two-stream networks or Generative Adversarial Networks (GANs)
[8] to mitigate the cross-modality gap in feature or image levels. Despite the
encouraging progress, these works only consider specific cross-modality relation-
ships such as color and spectrum between visible and infrared modalities well.
When confronted with other paired modalities (e.g ., visible-sketch) with the
same architecture, these approaches exhibit a notable performance degradation.
As shown in Fig. 1 (b), it is obvious that CAJ [41] and DEEN [53] achieve excel-
lent performance in visible-infrared person ReID, but they perform undesirable
in visible-sketch person ReID task [22]. The reason is that these methods lack
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the flexibility of learning consistent relationships between modalities, making
it difficult to adapt to the differences in visible-sketch modality. This weakness
significantly limits their application in real-world monitoring scenarios.

Based on the above analysis, in this paper, we propose a generalized domain
shifting (DNS) approach for multiple cross-modality person ReID tasks, which
solves heterogeneous cross-modality ReID tasks by considering consistent rela-
tionships in different modalities. Specifically, we introduce a distribution shift-
ing concept and propose heterogeneous space shifting (HSS) and common space
shifting (CSS), mining the consistent relationship among different modalities in
heterogeneous and common space, respectively. HSS is utilized to amplify the
modality-specific knowledge by shifting the distribution. Then coordinate atten-
tion (CA) [12] is exploited to strengthen the relationships of two modalities in
the heterogeneous space. This process, in turn, guides the model towards fo-
cusing on modality-invariant representation, ensuring a more robust and unified
understanding between different modalities. Similarly, the CSS can augment the
modality-shared knowledge by shifting the distribution in common space, helping
the model learn invariant representation between modalities, thereby mitigating
the significant cross-modality discrepancy among modalities.

Moreover, an effective domain distillation-alignment (DDA) strategy com-
prising domain alignment loss (Lda) and domain distillation loss (Ldd) is pre-
sented to solve the cross-modality gap and identity discrepancy problems. Specif-
ically, Lda is designed to relieve the cross-modality gap by aligning the patterns
across modalities. Ldd distill the shared identity patterns by learning the distri-
bution across modalities, keeping the identity consistency of different modalities.

Generally, our contributions are summarized as follows:

– We propose a generalized solution for heterogeneous person ReID termed
domain shifting (DNS), which considers the consistent relationships among
different modalities. To the best of our knowledge, it is the first work to
introduce a generalized framework for multiple cross-modality ReID tasks.

– To learn the modality-invariant knowledge, we present heterogeneous space
shifting (HSS) and common space shifting (CSS) by identifying consistent
relationships in heterogeneous and common space, respectively.

– We carefully design the domain alignment loss and domain distillation loss
to solve intra-class and inter-class discrepancies by aligning modality and
distilling the shared patterns across two modalities.

– Extensive experiments on two cross-modality ReID tasks demonstrate the
effectiveness and generalization of the proposed method, which outperforms
the state-of-the-art approaches by a remarkable margin.

2 Related Work

2.1 Single-Modality Person ReID

Single-modality person ReID aims to match pedestrian images from multiple
non-overlapping cameras, which encounters challenges such as changes in view-
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point, cloth, etc. Existing studies [3, 40, 43] mainly focus on feature representa-
tion learning and metric learning, and achieve excellent performance in academic
benchmarks. However, these works are developed for the single visible modality
and can only handle intra-modality variations. In real-life scenarios, the light-
ing around pedestrians may change during the entire retrieval process, cameras
will capture infrared images in the night or low-light scenes [31, 53]. Moreover,
when surveillance cameras miss capturing specific pedestrian images, criminal
recognition can only be carried out using sketch images drawn by artists [22].
These challenges raise important cross-modality ReID problems, e.g ., visible-
infrared [21,31,53], visible-sketch ReID [22], and are hard to handle by existing
single-modality ReID methods due to the large discrepancies among modalities.

2.2 Cross-Modality Person ReID

Visible-Infrared Person ReID. Visible-infrared person re-identification (VI-
ReID) is a challenging cross-modality recognition problem that aims to match
visible and infrared pedestrian images across multiple camera views, as well as
encountering intra-modality discrepancies such as pose variations [4,36,37,39,45].
Mainstream VI-ReID studies [41, 48, 53] focus on learning the shared represen-
tations to align visible and infrared patterns. Ye et al . [41] designed a channel
augmentation scheme to help the two-steam model learn the shared knowledge.
Yu et al . [48] proposed an effective task-oriented pretrained strategy to enhance
the heterogeneous feature learning capacity. Zhang et al . [53] introduced DEEN
to handle VI-ReID under low-light scenes. In addition, some generative meth-
ods [30,49,51] have been presented to generate auxiliary modalities to bridge the
modality gap by Generative Adversarial Network (GAN). For instance, Wang et
al . [30] proposed AlignGAN to translate real visible images to fake IR images
for mitigating the cross-modality gap. Zhang et al . [51] introduced FMCNet to
generate auxiliary modalities at the feature level, avoiding the introduction of
interfering information. Yu et al . [49] designed MUN to generate robust aux-
iliary modality through intra-modality and cross-modality learners. However,
these methods only perform well in the VI-ReID task and cannot mitigate the
modality gap between visible and sketch modalities well, which limits their gen-
eralization and applicability in real-world scenes.
Visible-Sketch Person ReID. Given professional sketch queries, visible-sketch
ReID (VS-ReID) aims to identify visible images from multiple cameras. It plays a
key role in security systems and has achieved significant progress in recent years.
Pang et al . [22] built the first Sketch ReID benchmark and proposed a cross-
domain adversarial framework to learn domain-invariant features. Gui et al . [10]
utilized a gradient reverse layer to process the domain discrepancies across vis-
ible and sketch. Chen et al . [1] designed an asymmetrical disentanglement and
dynamic synthesis to explore modality-shared embedding space. Similar to VI-
ReIDs, the key of VS-ReID is to learn the modality-invariant representation to
mitigate the cross-modality gap. However, existing methods can hardly perform
well on unfamiliar cross-modality ReID due to the lack of flexibility to learn
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Fig. 2: The overall pipeline of the proposed Domain Shifting (DNS). GeMP and GAP
are the generalized mean pooling and global average pooling, respectively. DDA denotes
domain distillation-alignment strategy.

consistent relationships among heterogeneous domains. This limits their appli-
cability in real-world surveillance systems.

To address the above-mentioned challenges, we propose domain shifting to
adaptively learn modality-invariant representation among multiple modalities.

3 Methodology

In this section, we propose a novel domain shifting (DNS) method for multiple
cross-modality person ReIDs. The overview of DNS is shown in Fig. 2.

3.1 Overview

Let xm denotes the training images from the m-th modality (m ∈ {v, r, s}),
where v, r, and s denote visible, infrared and sketch modalities, respectively.
The visible, infrared, and sketch samples in the dataset are denoted as V =
{xv

i , y
v
i }

Nv
i=0, R = {xr

i , y
r
i }

Nr
i=0 and S = {xs

i , y
s
i }

Ns
i=0, where Nm is the numbers of

samples of each modality, and ymi is the corresponding identity label. {V,R} and
{V,S} denote visible-infrared samples and visible-sketch samples, respectively.
In the following subsections, we take {V,R} as an example and employ t ∈ {v, r}
to denote the respective modalities for clear understanding.
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As shown in Fig. 2, two specific ResBlocks are utilized to extract low-level
modality-specific features from visible-infrared or visible-sketch images, respec-
tively. The shared ResBlocks are exploited to learn high-semantic modality-
shared patterns of two modalities. Subsequently, the heterogeneous space shifting
(HSS) is designed to enhance the relationships of two modalities by augmenting
modality-specific knowledge in heterogeneous space, thereby guiding the model
to learn the modality-invariant representation. Furthermore, the outputs of HSS
are fed into common space shifting (CSS) to learn the modality-invariant repre-
sentation in the common space. Finally, DDA is developed to handle the inherent
intra-class and inter-class discrepancies between modalities.

3.2 Distribution Shifting

Existing cross-modality approaches (e.g ., CAJ [41], DEEN [53]) are designed
for specific visible-infrared ReID tasks and have achieved excellent performance.
However, we found that these state-of-the-art methods are difficult to directly
apply to other cross-modality person ReID tasks (e.g ., visible-sketch ReID). The
underlying reason is that they lack the flexibility to learn consistent relationships
among heterogeneous modalities, making it difficult to learn invariant knowl-
edge in unfamiliar modalities. To overcome this issue, we introduce a shifting
concept, directly shifting the domain distribution to enhance the relationships
between two arbitrary modalities, thereby regulating the model to focus on learn-
ing modality-invariant knowledge. Based on shifting, we design HSS and CSS to
adaptively identify consistent relationships between modalities in heterogeneous
and common spaces, respectively.

Heterogeneous Space Shifting. Specifically, given the input feature maps
Ft ∈ RC×H×W (t ∈ {v, r}) in the visible-infrared heterogeneous space, where
C, H, and W denote the channel, height and width, we first utilize global max
pooling to capture the most salient modality-specific knowledge in the horizontal
and vertical directions, respectively. It is written as follows:

Ft
h = GMPx(F

t),Ft
w = GMPy(F

t), s.t. t ∈ {v, r}, (1)

where GMPx(·) and GMPy(·) denote the global max pooling with pooling ker-
nels (h, 1) and (1, w), respectively.

Then, the directional salient modality-specific knowledge in Ft
h and Ft

w are
transformed into two distributions ranging from 0 to 1 by using a softmax func-
tion. After that, the modality-specific distribution mask is obtained by multi-
plying the distributions in two directions, which has the same dimension as the
input Ft. It is defined as:

Mt = Softmax(Ft
h)⊗ Softmax(Ft

w), (2)

where Mt ∈ RC×H×W is the modality-specific distribution mask. Each value in
Mt denotes the importance of modality-specific information; ⊗ is the multipli-
cation operation.
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Finally, the distributions of Ft are shifted by residual connection to amplify
the modality-specific knowledge. Further, the coordinate attention (CA) [12] is
utilized to strengthen the relationships between two modalities, thereby regulat-
ing the model to focus on learning modality-invariant representation in hetero-
geneous space.

F̀t = CA(Ft +Mt), (3)

where F̀t ∈ RC×H×W denotes the enhanced modality-specific features.
Common Space Shifting. The CSS is presented to learn the shared rep-

resentation between visible and infrared modalities in the common space. First,
the enhanced modality-specific features F̀t processed by global average pooling
(GAP) are projected into the common space by dimension reduction, which is
written as:

Z̀t = GAP (F̀t), s.t. t ∈ {v, r}, (4)

where Z̀t ∈ RB×C is the fine-grained shared embedding; B denotes mini-batch.
Subsequently, similar to HSS, the modality-shared patterns are transformed

into a distribution embedding spanning from 0 to 1 by the softmax function.
After that, the distribution of Z̀t is shifted by residual connection to amplify the
modality-shared knowledge, which is defined by:

Žt = Z̀t + Softmax(Z̀t), (5)

where Žt ∈ RB×C is the enhanced shared patterns embedding after shifting.
Further, the modality-consistent patterns between modalities are captured

within different channel dimensions by two fully connected layers (FC) in Eq. 6.

Ẑt = Dropout(FC(Dropout(FC(LN(Žt))))), (6)

where Ẑt ∈ RB×C denotes the modality-consistent patterns. LN is the layer
normalization.

In summary, HSS and CSS amplify the modality-specific and modality-shared
knowledge in heterogeneous and common spaces, respectively. These two mod-
ules adaptively identify consistent relationships among different modalities, fa-
cilitating the model to learn invariant representation in two arbitrary modalities,
thereby alleviating significant discrepancies in cross-modality ReID tasks.

3.3 Domain Distillation-Alignment

Domain distillation-alignment (DDA) comprises two key components: domain
alignment (DA) and domain distillation (DD). DA is specifically designed to
alleviate the cross-modality discrepancies, while DD focuses on distilling identity-
invariant knowledge by learning the distribution in different modalities.

Domain Alignment. Following previous studies [41, 43], we first project
the final features F̀t from the heterogeneous space into the common space using
generalized mean pooling (GeMP) [25].

Zt = GeMP (F̀t), s.t. t ∈ {v, r}, (7)
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where Zt ∈ RB×C is the fine-grained shared embedding in the common space.
Based on Zt and Ẑt, we construct a multi-semantic representation set G =
{Zt, Ẑt} in the shared space, which has two advantages. (1) Zt and Ẑt are sub-
ject to different pooling strategies, effectively capturing semantics from diverse
spatial dimensions. (2) The number of samples is twice that of the original sam-
ples in the common space, which is beneficial for learning the shared relationship
between the two modalities.

Subsequently, based on G, we design an inter-class alignment loss (Linter)
to mitigate the inter-class discrepancies in two modalities, which is defined as
follows.

Linter = mmd(Zv,Zr) +mmd(Ẑv, Ẑr), (8)

where mmd(·, ·) denotes the maximum mean discrepancy loss [14], which is de-
fined as:

mmd(Zv,Zr) = || 1
K

K∑
i=1

ϕ(Zv
i )−

1

L

L∑
j=1

ϕ(Zr
j)||2H , (9)

where K and L indicate the number of samples in Zv and Zr, respectively; || · ||H
denotes the distribution evaluated by the Gaussian kernel function ϕ(·), which
projects features into the Hilbert space.

Furthermore, an intra-class alignment loss (Lintra) is developed to solve intra-
class variations, which is written as:

Lintra = mmd(Zv, Ẑv) +mmd(Zr, Ẑr). (10)

Finally, the domain alignment loss (Lda) is defined as follows.

Lda = α1Linter + α2Lintra, (11)

where α1 and α2 are parameters to balance the contribution of inter-class and
intra-class, respectively. DA considers disparities across modalities and con-
strains both intra-class and inter-class variations, thus playing a pivotal role
in cross-modality ReID tasks.

Domain Distillation. To alleviate the significant cross-modality gap, pre-
vious cross-modality ReID works [32–34] tend to directly utilize the Kullback
Leibler (KL) divergence to regulate the distributions between modalities. How-
ever, these methods overlook the importance of preserving identity consistency
between modalities, hindering cross-modality retrieval. To address this issue, we
design an effective domain distillation loss (Ldd) that focuses on distilling the
shared identity patterns by keeping the identity consistency between modalities.

Specifically, given the fine-grained shared embeddings Zt = {zt1, zt2, ..., ztB}
and Ẑt = {ẑt1, ẑt2, ..., ẑtB} in multi-semantic representation set G, where zti and
ẑti are the i -th embeddings for two modalities in each mini-batch (B), we utilize
a two-branch temporal accumulation scheme to update the shared embedding
and classifier in each iteration.

Take Zt as an example, the initial shared embedding and classifier can be
defined as: [

At
]0

= Wt
[
Zt

]0
,Wt = Ct, s.t. t ∈ {v, r}, (12)
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where [At]
0 denotes the updated embedding for the t-th modality in the 0 -th

iteration; Ct represents the parameters of the classifier for the t-th modality;
Wt is the initial classifier.

Then, the classifier is gradually updated in an accumulative manner, which
is defined as follows.[

Wt
]i

= τ ∗
[
Ct

]i
+ (1− τ) ∗

[
Ct

]i−1
, (13)

where τ is the temperature parameter within the range of (0, 1]. Following this,
the modality-invariant embedding is updated by Eq. 14:

[Ar]
i
= [Wv]

i
[Zr]

i
, [Av]

i
= [Wr]

i
[Zv]

i
, (14)

where [Zt]
i
= Ct [Zt]

i−1 denotes the i -th embedding for the t-th modality. [Ar]
i

and [Av]
i are the i -th updated infrared and visible embeddings, respectively.

After that, the KL divergence and cross-entropy loss are jointly exploited to
regulate the distributions of two modalities and capture the shared patterns,
respectively. It is defined as follows.

Ldd1 =
1

k

k∑
i=1

[
At

i log
At

i

Zt
i

− logP (yti |Wt(Zt
i))

]
, (15)

where k denotes the number of visible or infrared images in each batch; yti is the
i-th identity label. The domain-distillation loss for Ẑ is represented as Ldd2, and
its formulation is similar to Eq. 15 and is omitted here. The details of Ldd2 are
given in the supplementary material. Finally, the domain distillation loss (Ldd)
is summarized as follows.

Ldd = Ldd1 + Ldd2. (16)

Overall, DDA can bridge the gap between modalities while acquiring identity-
invariant patterns, which is beneficial for multiple cross-modality ReID tasks.

3.4 Final Objective Function

We employ the identity loss and the circle loss [29] as our baseline loss functions
(Lbase). The final objective function of the proposed DNS can be written as:

Ltotal = Lbase + λLda + Ldd, (17)

where λ is the hyper-parameter.

4 Experiments

4.1 Experimental Settings

Datasets. We evaluate our proposed method in VI-ReID and VS-ReID tasks.
For the VI-ReID task, we utilize the SYSU-MM01 [31], RegDB [21], and
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LLCM [53] datasets. The SYSU-MM01 dataset comprises 44,754 images of 491
identities captured by 4 visible and 2 infrared cameras, including 29,033 visible
images and 15,712 infrared images. The RegDB dataset contains 412 identities,
where each identity has 10 visible images and 10 thermal images captured by
two aligned cameras. The LLCM dataset is the current large-scale dataset of
images captured in both visible and infrared modes at intricate low-light scenes,
including 713 identities with 25,626 visible images and 21,141 infrared images.
The PKU-Sketch [22] dataset is utilized to evaluate our proposed method for
the VS-ReID task. It contains 200 identities, where each identity has 1 sketch
image drawn by artists and 2 visible images captured by cameras.
Evaluation Settings. We adopt the standard cumulative matching character-
istics (CMC) and mean average precision (mAP) as the evaluation metrics.

4.2 Implementation Details

We implement our model on the Pytorch framework with one RTX 2080Ti GPU.
For a fair comparison, we utilize the ResNet-50 [11] pretrained on ImageNet as
our backbone, where the first two layers are adopted as specific ResBlocks, and
rest layers are used as the shared ResBlocks. The proposed HSS is added after
the third and fourth layers. During the training stage, all the input images
are resized to 288×144 [21, 22, 31, 53]. In each mini-batch, we randomly sample
6 identities with 4 visible and 4 infrared images in the VI-ReID task, while
sampling 8 identities with 1 visible and 1 sketch image in the VS-ReID task.
We utilize various data augmentations, including horizontal flipping, random
erasing [55], and channel exchange [41]. For VI-ReID tasks, we adopt the SGD
optimizer for 100 epochs with a weight decay of 5e−4, where the initial learning
rate is set to 0.2 for SYSU-MM01 and LLCM, and 0.1 for RegDB. For the VS-
Sketch task, we adopt the AdamW optimizer for 100 epochs with a weight decay
of 0.02, and the initial learning rate is set to 0.0009. We employ the one cycle
learning rate strategy [27]. The hyper-parameters are decided by cross-validation.
Specifically, we set α1 = 0.45, α2 = 0.05, λ = 0.2 and τ = 0.2. Following previous
methods [6, 24], the test-time augmentation is utilized during the testing stage.

4.3 Comparison with State-of-the-Art Methods

To demonstrate the superiority of our proposed DNS, we compare it with several
state-of-the-art methods on the VI-ReID and VS-ReID tasks, respectively. The
experimental results on the VI-ReID task are reported in Tab. 1, and the results
on the VS-ReID task are reported in Tab. 2

Comparison with SOTAs on the VI-ReID task. As shown in Tab. 1, it
is evident that our proposed DNS outperforms all the state-of-the-art methods on
the SYSU-MM01 dataset [31]. Specifically, in the all-search mode, DNS achieves
a remarkable accuracy of 77.27% for Rank-1 and 74.35% for mAP. In the indoor-
search mode, DNS achieves an outstanding accuracy Rank-1 of 84.21% and an
mAP of 86.83%, surpassing the second-best method by a substantial margin.
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Table 1: Comparison with SOTA methods on the datasets of VI-ReID tasks. † indicates
that we report the performance when no extra auxiliary information of the gallery set
is introduced for a fair comparison. Rank-1 (%) and mAP (%) are reported. VIS and
IR denote the visible and infrared. The red bold and blue bold front denote the best
and second best performances, respectively, and the same in the following tables.

Methods Venue

SYSU-MM01 RegDB LLCM

All-Search Indoor-Search IR to VIS VIS to IR IR to VIS VIS to IR

Rank-1 / mAP Rank-1 / mAP Rank-1 / mAP Rank-1 / mAP Rank-1 / mAP Rank-1 / mAP
AGW [43] TPAMI 21 47.50 / 47.95 54.17 / 62.97 70.49 / 65.90 70.05 / 67.64 43.60 / 51.80 51.50 / 55.30
DDAG [42] ECCV 20 54.75 / 53.02 61.02 / 67.98 68.06 / 61.80 69.34 / 63.46 40.30 / 48.40 48.00 / 52.30
LBA [23] ICCV 21 55.41 / 54.14 66.33 / 58.46 72.43 / 65.46 74.17 / 67.64 43.80 / 53.10 50.80 / 55.60

FMCNet [51] CVPR 22 66.34 / 62.51 68.15 / 74.09 88.38 / 83.86 89.12 / 84.43 - / - - / -
DART [38] CVPR 22 68.70 / 66.30 72.50 / 78.20 82.00 / 73.80 83.60 / 75.70 52.20 / 59.80 60.40 / 63.20
CAJ [41] ICCV 21 69.88 / 66.89 76.26 / 80.37 84.55 / 77.82 85.03 / 79.14 48.80 / 56.60 56.50 / 59.80
MMN [54] MM 21 70.60 / 66.90 76.20 / 79.60 87.50 / 80.50 91.60 / 84.10 52.50 / 58.90 59.90 / 62.70
CIFT† [17] ECCV 22 71.77 / 67.64 78.65 / 82.11 90.12 / 84.81 92.17 / 86.96 - / - - / -
CMT [15] ECCV 22 71.88 / 68.57 76.90 / 79.91 91.97 / 84.46 95.17 / 87.30 - / - - / -
CAL [33] ICCV 23 74.66 / 71.73 79.69 / 83.68 93.64 / 87.61 94.51 / 88.67 - / - - / -

DEEN [53] CVPR 23 74.70 / 71.80 80.30 / 83.30 89.50 / 83.40 91.10 / 85.10 54.90 / 62.90 62.50 / 65.80
SGIEL [6] CVPR 23 75.18 / 70.12 78.40 / 81.20 91.07 / 85.23 92.18 / 86.59 - / - - / -
MUN [49] ICCV 23 76.24 / 73.81 79.42 / 82.06 91.86 / 85.01 95.19 / 87.15 - / - - / -

DNS (Ours) ECCV 24 77.27 / 74.35 84.21 / 86.83 93.48 / 88.10 93.01 / 88.56 57.45 / 64.11 66.02 / 68.60

On the RegDB dataset [21], visible and thermal images are aligned, showing
less intra-class variations. Consequently, the performance of all methods sur-
passes that of SYSU-MM01. In such conditions, our proposed DNS still achieves
competitive results. Specifically, in IR to VIS mode, DNS attains Rank-1 of
93.48% and mAP of 88.10%. In VIS to IR mode, DNS achieves Rank-1 of
93.01% and mAP of 88.56%. Although our accuracy slightly trails behind the
top-performing method, this discrepancy can be attributed to fewer intra-class
variations in this dataset, limiting the full utilization of our DDA. Nonetheless,
our mAP closely approaches the performance of the best method.

On the LLCM dataset [53], visible and infrared images are captured under
intricate low-light conditions, giving rise to demanding intra- and inter-class
variations. Consequently, the accuracy of all methods falls short of that observed
in SYSU-MM01. In such challenging scenarios, our proposed DNS excels against
all the SOTAs in both the IR to VIS and VIS to IR modes. This achievement can
be attributed to DNS’s excellent ability to obtain modality-invariant knowledge,
without being affected by environmental changes. Overall, these results validate
the effectiveness of our proposed DNS in the VI-ReID task.

Comparison with SOTAs on the VS-ReID task. [22]. In Tab. 2, it can
be observed that our DNS delivers remarkable results, boasting an impressive
87.6% Rank-1 accuracy and 81.5% mAP accuracy on the PKU-Sketch dataset,
significantly outperforming other state-of-the-art methods by a large margin.
DNS can effectively learn modality-invariant knowledge due to adaptively iden-
tifying consistent relationships between two modalities, which makes it perform
well not only in visible-infrared heterogeneous space but also in the visible-sketch
heterogeneous space. This achievement highlights the superiority and general-
ization of our DNS.
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Table 2: Comparison with the SOTAs on PKU-Sketch. ‡ indicates we re-implement
the result with the official code.

Methods Venue Rank-1 Rank-5 Rank-10 mAP
TripletSN [50] CVPR 16 9.0 26.8 42.2 -

GNSiamese [26] TOG 16 28.9 54.0 62.4 -
AFLNet [22] MM 18 34.0 56.3 72.5 -
CAJ‡ [41] ICCV 21 59.2 84.4 93.4 58.1
CDAC [57] TIFS 22 60.8 80.6 88.8 -
DEEN‡ [53] CVPR 23 61.2 84.6 92.4 57.3

SketchTrans [1] MM 22 84.6 94.8 98.2 -
DNS(Ours) ECCV 24 87.6 98.0 99.4 81.5

Table 3: Ablation studies on SYSU-MM01 and PKU-Sketch.

Index Baseline HSS CSS Lda Lkl Ldd

SYSU-MM01 PKU-Sketch

Rank-1 mAP Rank-1 mAP

1 ✓ 63.21 61.69 54.2 51.7
2 ✓ ✓ 68.71 67.05 66.8 63.2
3 ✓ ✓ 65.47 64.39 58.6 56.5
4 ✓ ✓ ✓ 72.06 69.31 74.4 69.3
5 ✓ ✓ ✓ ✓ 72.89 69.95 78.2 72.4
6 ✓ ✓ ✓ ✓ 75.05 73.20 84.6 77.3
7 ✓ ✓ ✓ ✓ ✓ 74.65 71.41 82.4 75.7
8 ✓ ✓ ✓ ✓ ✓ 77.27 74.35 87.6 81.5

4.4 Ablation Study

In this subsection, we conduct ablation experiments to evaluate the effectiveness
of each component introduced in this paper. The results are shown in Tab. 3.

Specifically, HSS improves the Rank-1 accuracy by 5.5% and 12.6% on the two
respective datasets. Subsequently, CSS contributes to a 3.35% and 7.6% improve-
ment in Rank-1 accuracy on the SYSU-MM01 and PKU-Sketch datasets. These
notable advancements can be attributed to the outstanding performance of HSS
and CSS, which enhances the modality-specific and modality-shared knowledge
to strengthen consistent relationships between modalities by shifting, thereby
effectively learning modality-invariant representation in heterogeneous and com-
mon space, respectively. Based on the above results, the domain alignment loss
(Lda) and domain distillation loss (Ldd) individually improve the Rank-1 accu-
racy by 0.83%/3.8% and 2.99%/10.2% on two datasets. When these two loss
functions work together to mitigate the inter- and intra-class discrepancies, the
Rank-1 and mAP accuracy on the two datasets are significantly improved by
5.21%/5.04% and 13.2%/12.2%. By replacing Ldd with Lkl, the Rank-1 accuracy
and mAP accuracy on the two datasets are significantly decreased. In addition,
we can find that the improvement on PKU-Sketch is significantly greater than
that on SYSU-MM01. The reason is that PKU-Sketch dataset exhibits fewer



Domain Shifting 13

Table 4: Ablation study of the shifting in the HSS and CSS.

Method
SYSU-MM01 PKU-Sketch

Rank-1 mAP Rank-1 mAP
DNS 77.27 74.35 87.6 81.5
HSS w/o shifting 73.70 ↓3.57 70.84 ↓3.51 80.0 ↓7.6 74.9 ↓6.6

CSS w/o shifting 75.16 ↓2.11 72.76 ↓1.59 81.6 ↓6.0 76.4 ↓5.1

HSS+CSS w/o shifting 72.78 ↓4.49 70.13 ↓4.22 76.2 ↓11.4 72.1 ↓9.4

CAJ + shifting 72.23 ↑2.35 70.29 ↑3.40 68.8 ↑9.6 68.4 ↑10.3

DEEN + shifting 75.99 ↑1.29 72.81 ↑1.01 70.4 ↑9.2 65.2 ↑7.9

(a) Baseline Distance (b) DNS Distance (c) Baseline Distribution (d) DNS Distribution

Fig. 3: Visualization of the learned features on SYSU-MM01. (a) and (b) show the
intra-class and inter-class distances of cross-modality features. (c) and (d) show the
distribution of feature embeddings in the 2D feature space. In the scatter charts, each
color denotes an identity in the testing set. The circle and cross masks represent the
features extracted from visible and infrared images.

intra-modality variations because of limited training images and the sketch im-
ages are all frontal. The major challenge lies in the significant discrepancy be-
tween visible and sketch modalities. Our DNS relieves this huge discrepancy by
learning the consistent representation, resulting in greater improvement. These
results demonstrate the superiority of our proposed components.

4.5 Analysis and Discussion

Intuition of Shifting. We conduct experiments to verify the effectiveness of
shifting by removing the shifting of HSS and CSS. As shown in Tab. 4, by
removing the shifting individually, the HSS and CSS reduce the Rank-1 accuracy
by 3.57%/7.6% and 2.11%/6.0% on two datasets, respectively. When removing
the shifting both in HSS and CSS, the Rank-1 accuracy are reduced by 4.49%
and 11.4%. In addition, we apply the shifting to the non-local module in CAJ [41]
and the MFA block in DEEN [53], which consistently improves the performance
on two datasets. This demonstrates the effectiveness and generalizability of our
proposed shifting in cross-modality ReID tasks.

What is DNS Doing? To elaborate on the effectiveness of DNS, we first
visualize the intra- and inter-class distances of cross-modality features on SYSU-
MM01. In addition, we randomly select 10 identities from SYSU-MM01 to visu-
alize the distribution of the learned features by T-SNE [20], as shown in Fig. 3.
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Fig. 4: Attention visualization of DNS and Baseline on SYSU-MM01 and PKU-Sketch.
The red and green rectangles indicate fault and correct retrieval, respectively.

In Fig. 3 (a) and Fig. 3 (b), it is obvious that the means (the vertical lines) of
inter- and intra-class distances are pushed away by DNS (δ1 < δ2). This means
the identities in DNS are discriminated. In addition, the intra-class distance of
DNS is significantly reduced compared to the baseline. This observation proves
that DNS can effectively reduce the huge cross-modality gap. Meanwhile, as
shown in Fig. 3 (c), the features extracted by the baseline are initially gathered
into their respective centers, but the modality discrepancy remains striking (see
the red and green circular dashed boxes in (c)). Moreover, the distance of dif-
ferent colors is not significant enough to distinguish them well. On the contrary,
in Fig. 3 (d), the learned features of different identities from DNS are clustered
with extremely small intra-class and giant inter-class distances. In short, DNS
can effectively mitigate cross-modality discrepancy and learn modality-invariant
knowledge across modalities, resulting in a remarkable improvement.

Attention Visualization. As demonstrated in Fig. 4, we conduct an in-
frared and sketch query to evaluate the attention maps of DNS and Baseline by
XGrad-CAM [7] in different viewpoints. The attention maps obtained by base-
line overlook the relevance of modalities, resulting in fallacious retrieval results.
Conversely, our DNS can consistently focus on domain-invariant knowledge by
identifying the consistent relationship between modalities.

5 Conclusion

This paper proposes DNS, which is the first work to handle multiple cross-
modality ReID tasks. Specifically, we introduce a shifting concept, directly shift-
ing the distribution of domains to strengthen the relationships between modal-
ities. Following this, we propose HSS and CSS to adaptively learn consistent
relationships among diverse modalities, thereby regulating the model to learn
the modality-invariant knowledge between modalities. Further, DDA is designed
to address intra- and inter-class discrepancies. In the future, we will explore the
effectiveness of DNS to broaden the application scope in other cross-modality
image recognition tasks and contribute to the community.
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