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Fig. 1: A good teacher explains. Using explanation-enhanced KD (e2KD) improves
distillation faithfulness and student performance. E.g., e2KD allows the student models
to more faithfully approximate the teacher, especially when using fewer data, leading
to large gains in accuracy and teacher-student agreement (left). Further, by guiding
the students to give similar explanations as the teacher, e2KD ensures that students
learn to be ‘right for the right reasons’, improving their accuracy under distribution
shifts (center). Lastly, e2KD students learn similar explanations as the teachers, thus
exhibiting a similar degree of interpretability as the teacher (right).

Abstract. Knowledge Distillation (KD) has proven effective for com-
pressing large teacher models into smaller student models. While it is
well known that student models can achieve similar accuracies as the
teachers, it has also been shown that they nonetheless often do not learn
the same function. It is, however, often highly desirable that the student’s
and teacher’s functions share similar properties such as basing the pre-
diction on the same input features, as this ensures that students learn the
‘right features’ from the teachers. In this work, we explore whether this
can be achieved by not only optimizing the classic KD loss but also the
similarity of the explanations generated by the teacher and the student.
Despite the idea being simple and intuitive, we find that our proposed
‘explanation-enhanced’ KD (e2KD) (1) consistently provides large gains
over logit-based KD in terms of accuracy and student-teacher agreement,
(2) ensures that the student learns from the teacher to be right for the
right reasons and to give similar explanations, and (3) is robust with re-
spect to the model architectures, the amount of training data, and even
works with ‘approximate’, pre-computed explanations.
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1 Introduction

Knowledge Distillation (KD) [17] has proven effective for improving classification
accuracies of relatively small ‘student’ models, by training them to match the
logit distribution of larger, more powerful ‘teacher’ models. Despite its simplicity,
this approach can be sufficient for the students to match the teacher’s accuracy,
while requiring only a fraction of the computational resources of the teacher [4].
Recent findings, however, show that while the students might match the teacher’s
accuracy, the knowledge is nonetheless not distilled faithfully [32].

Faithful KD, i.e. a distillation that ensures that the teacher’s and the stu-
dent’s functions share properties beyond classification accuracy, is however de-
sirable for many reasons. E.g., the lack of model agreement [32] can hurt the
user experience when updating machine-learning-based applications [3,36]. Sim-
ilarly, if the students use different input features than the teachers, they might
not be right for the right reasons [27]. Further, given the recent AI Act proposal
by European legislators [9], it is likely that model interpretability will play an
increasingly important role and become an intrinsic part of the model function-
ality. To maintain the full functionality of a model, KD should thus ensure that
the students allow for the same degree of model interpretability as the teachers.

To address this, in this work we discuss three desiderata for faithful KD and
study if promoting explanation similarity using commonly used model expla-
nations such as GradCAM [29] or those of the recently proposed B-cos mod-
els [5] can increase the faithfulness of distillation. This should be the case if such
explanations indeed reflect meaningful aspects of the models’ ‘internal reason-
ing’. Concretely, we propose ‘explanation-enhanced’ KD (e2KD), a simple,
parameter-free, and model-agnostic addition to KD in which we train the student
to also match the teacher’s explanations.

Despite its simplicity, e2KD significantly advances towards faithful distilla-
tion in a variety of settings (Fig. 1). Specifically, e2KD improves student accu-
racy, ensures that the students learn to be right for the right reasons, and inher-
ently promotes consistent explanations between teachers and students. Moreover,
the benefits of e2KD are robust to limited data, approximate explanations, and
across model architectures. In short, we make the following contributions:
(1) We propose explanation-enhanced KD (e2KD) and train the students
to not only match the teachers’ logits, but also their explanations (Sec. 3.1); for
this, we use B-cos and GradCAM explanations. This not only yields competitive
students in terms of accuracy, but also significantly improves KD faithfulness on
the ImageNet [10], Waterbirds-100 [22,28], and PASCAL VOC [11] datasets.
(2) We discuss three desiderata for measuring the faithfulness of KD (Sec. 3.2).
We evaluate whether the student is performant and has high agreement with the
teacher (Desideratum 1), examine whether students learn to use the same input
features as a teacher that was guided to be ‘right for the right reasons’ even when
distilling with biased data (Desideratum 2), and explore whether they learn the
same explanations and architectural priors as the teacher (Desideratum 3).
(3) We show e2KD to be a robust approach for improving knowledge distilla-
tion, which provides consistent gains across model architectures and with limited
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data. Further, e2KD is even robust to using cheaper ‘approximate’ explanations.
Specifically, for this we propose ‘frozen explanations’ which are only computed
once and, during training, undergo the same augmentations as images (Sec. 3.3).

2 Related Work

Knowledge Distillation (KD) has been introduced to compress larger models
into more efficient models for cost-effective deployment [17]. Various approaches
have since been proposed, which we group into three types in the following discus-
sion: logit- [4,17,42], feature- [8,26,31,39], and explanation-based KD [1, 15,40].

Logit-based KD [17], which optimizes the logit distributions of teacher and
student to be similar, can suffice to match their accuracies, as long as the models
are trained for long enough (‘patient teaching’) and the models’ logits are based
on the same images (‘consistent teaching’), see [4]. However, [32] showed that
despite such a careful setup, the function learnt by the student can still signif-
icantly differ from the teacher’s by comparing the agreement between the two.
We expand on [32] and introduce additional settings to assess the faithfulness
of distillation, and show that it can be significantly improved by a surprisingly
simple explanation-matching approach. While [21] finds that KD does seem to
transfer additional properties to the student, by showing that GradCAM ex-
planations of the students are more similar to the teacher’s than those of an
independently trained model, we show that explicitly optimizing for explanation
similarity significantly improves this w.r.t. logit-based KD, whilst also yielding
important additional benefits such as higher robustness to distribution shifts.

Feature-based KD approaches [8,19,26,31,39] provide additional information
to the students by optimizing some of the students’ intermediate activation maps
to be similar to those of the teacher. For this, specific choices regarding which
layers of teachers and students to match need to be made and these approaches
are thus architecture-dependent. In contrast, our proposed e2KD is architecture-
agnostic as it matches only the explanations of the models’ predictions.

Explanation-based KD approaches have only recently begun to emerge [1,15,
40] and these are conceptually most related to our work. In CAT-KD [15], the
authors match class activation maps (CAM [43]) of students and teachers. As
such, CAT-KD can also be considered an ‘explanation-enhanced’ KD (e2KD)
approach. However, the explanation aspect of the CAMs plays only a secondary
role in [15], as the authors even reduce the resolution of the CAMs to 2×2
and faithfulness is not considered. In contrast, we explicitly introduce e2KD to
promote faithful distillation and evaluate faithfulness across multiple settings.
Further, similar to our work, [1] argues that explanations can form part of the
model functionality and should be considered in KD. For this, the authors train
an additional autoencoder to mimic the explanations of the teacher; explanations
and predictions are thus produced by separate models. In contrast, we optimize
the students directly to yield similar explanations as the teachers in a simple
and parameter-free manner.
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Fixed Teaching. [12, 30, 38] explore pre-computing the logits at the start of
training to limit the computational costs due to the teacher. In addition to pre-
computing logits, we pre-compute explanations and show how they can nonethe-
less be used to guide the student model during distillation.
Explanation Methods. To better understand the decision making process of
DNNs, many explanation methods have been proposed in recent years [2, 5,
25, 29]. For our e2KD experiments, we take advantage of the differentiability
of attribution-based explanations and train the student models to yield similar
explanations as the teachers. In particular, we evaluate both a popular post-hoc
explanation method (GradCAM [29]) as well as the model-inherent explanations
of the recently proposed B-cos models [5, 6].
Model Guidance. e2KD is inspired by recent advances in model guidance
[13,14,22,24,27], where models are guided to focus on desired input features via
human annotations. Analogously, we also guide the focus of student models, but
using knowledge (explanations) of a teacher model instead of a human annotator.
As such, no explicit guidance annotations are required in our approach. Further,
in contrast to the discrete annotations typically used in model guidance (e.g.
bounding boxes or segmentation masks), we use the real-valued explanations
as given by the teacher model. Our approach thus shares additional similarities
with [22], in which a model is guided via the attention maps of a vision-language
model. Similar to our work, the authors show that this can guide the students to
focus on the ‘right’ input features. We extend such guidance to KD and discuss
the benefits that this yields for faithful distillation.

3 Explanation-Enhanced KD and Evaluating Faithfulness

To promote faithful KD, we introduce our proposed explanation-enhanced KD
(e2KD) in Sec. 3.1. Then, in Sec. 3.2, we present three desiderata that faithful KD
should fulfill and why we expect e2KD to be beneficial in the presented settings.
Finally, in Sec. 3.3, we describe how to take advantage of e2KD even without
querying the teacher more than once per image when training the student.
Notation. For model M and input x, we denote the predicted class probabilities
by pM (x), obtained using softmax σ(.) over output logits zM (x), possibly scaled
by temperature τ . We denote the class with highest probability by ŷM .

3.1 Explanation-Enhanced Knowledge Distillation

The logit-based knowledge distillation loss LKD which minimizes KL-Divergence
DKL between teacher T and student S output probabilities is given by

LKD = τ2DKL(pT (x; τ)||pS(x; τ)) = −τ2
c∑

j=1

σj

(zT
τ

)
log σj

(zS
τ

)
. (1)

We propose to leverage advances in model explanations and explicitly include a
term Lexp that promotes explanation similarity for a more faithful distillation:
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L = LKD + λLexp . (2)

Specifically, we maximize the similarity between the models’ explanations, for
the class ŷT predicted by the teacher:

Lexp = 1− sim (E(T, x, ŷT ), E(S, x, ŷT )) . (3)

Here, E(M,x, ŷT ) denotes an explanation of model M for class ŷT and sim a
similarity function; in particular, we rely on well-established explanation meth-
ods (e.g. GradCAM [29]) and use cosine similarity in our experiments.

e2KD is model-agnostic. Note that by computing the loss only across model
outputs and explanations, e2KD does not make any reference to architecture-
specific details. In contrast to feature distillation approaches, which match spe-
cific blocks between teacher and student, e2KD thus holds the potential to seam-
lessly work across different architectures without any need for adaptation. As we
show in Sec. 4, this indeed seems to be the case, with e2KD improving the dis-
tillation faithfulness out of the box for a variety of model architectures, such as
CNNs, B-cos CNNs, and even B-cos ViTs [6].

3.2 Evaluating Benefits of e2KD

In this section, we discuss three desiderata that faithful KD should fulfill and why
we expect e2KD to be beneficial. While distillation methods are often compared
in terms of accuracy, our findings (Sec. 4) suggest that one should also consider
the following desiderata to judge a distillation method on its faithfulness.

Desideratum 1: High Agreement with Teacher. First and foremost, faith-
ful KD should ensure that the student classifies any given sample in the same
way as the teacher, i.e., the student should have high agreement [32] with the
teacher. For inputs {xi}Ni=1 this is defined as:

Agreement(T, S) =
1

N

N∑
i=1

1ŷi,T=ŷi,S
. (4)

While [32] found that more data points can improve the agreement, in practice,
the original dataset that was used to train the teacher might be proprietary
or prohibitively large (e.g. [23]). It can thus be desirable to effectively distill
knowledge efficiently with less data. To assess the effectiveness of a given KD
approach in such a setting, we propose to use a teacher trained on a large dataset
(e.g. ImageNet [10]) and distill its knowledge to a student using as few as 50
images per class (≈ 4% of the data) or even on images of an unrelated dataset.

Compared to standard supervised training, it has been argued that KD im-
proves the student performance by providing more information (full logit distri-
bution instead of binary labels). Similarly, by additionally providing the teachers’
explanations, we show that e2KD boosts the performance even further, especially
when fewer data is available to learn the same function as the teacher (Sec. 4.1).
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Desideratum 2: Learning the ‘Right’ Features. Despite achieving high
accuracy, models often rely on spurious input features (are not “right for the right
reasons” [27]), and can generalize better if guided to use the ‘right’ features via
human annotations. This is particularly useful in the presence of distribution
shifts [28]. Hence, faithful distillation should ensure that student models also
learn to use these ‘right’ features from a teacher that uses them.

To assess this, we use a binary classification dataset [28] in which the back-
ground is highly correlated with the class label in the training set, making it
challenging for models to learn to use the actual class features for classification.
We use a teacher that has explicitly been guided to focus on the actual class fea-
tures and to ignore the background. Then, we evaluate the student’s accuracy
and agreement with the teacher under distribution shift, i.e., at test time, we
evaluate on images in which the class-background correlation is reversed. By pro-
viding additional spatial clues from the teachers’ explanations to the students,
we find that e2KD significantly improves performance over KD (Sec. 4.2).

Desideratum 3: Maintaining Interpretability. Note that the teachers might
be trained to exhibit certain desirable properties in their explanations [24], or do
so as a result of a particular training paradigm [7] or the model architecture [6].

We propose two settings to test if such properties are transferred. First, we
measure how well the students’ explanations reflect properties the teachers were
explicitly trained for, i.e. how well they localize class-specific input features when
using a teacher that has explicitly been guided to do so [24]. We find e2KD to lend
itself well to maintaining the interpretability of the teacher, as the explanations
of students are explicitly optimized for this (Sec. 4.3 ‘Distill on VOC’).

Secondly, we perform a case study to assess whether KD can transfer priors
that are not learnt, but rather inherent to the model architecture. Specifically, the
explanations of B-cos ViTs have been shown to be sensitive to image shifts [6],
even when shifting by just a few pixels. To mitigate this, the authors of [6]
proposed to use a short convolutional stem. Interestingly, in Sec. 4.3 ‘Distill to
ViT’, we find that by learning from a CNN teacher under e2KD, the explanations
of a ViT student without convolutions also become largely equivariant to image
shifts, and exhibit similar patterns as the teacher.

3.3 e2KD with ‘Frozen’ Explanations

Especially in the ‘consistent teaching’ setup of [4], KD requires querying the
teacher for every training step, as the input images are repeatedly augmented.
To reduce the computational cost incurred by evaluating the teacher, recent work
explores using a ‘fixed teacher’ [12, 30, 38], where logits are pre-computed once
at the start of training and used for all augmentations.

Analogously, we propose to use pre-computed explanations for images in the
e2KD framework. For this, we apply the same augmentations (e.g. cropping or
flipping) to images and the teacher’s explanations during distillation. In Sec. 4.4,
we show that e2KD is robust to such ‘frozen’ explanations, despite the fact
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that they of course only approximate the teacher’s explanations. As such, frozen
explanations provide a trade-off between optimizing for explanation similarity
and reducing the cost due to the teacher.

4 Results

In the following, we present our results. Specifically, in Sec. 4.1 we compare KD
approaches in terms of accuracy and agreement on ImageNet as a function of the
distillation dataset size. Thereafter, we present the results on learning the ‘right’
features from biased data in Sec. 4.2 and on maintaining the interpretability of
the teacher models in Sec. 4.3. Lastly, in Sec. 4.4, we show that e2KD can also
yield significant benefits with approximate ‘frozen’ explanations (cf. Sec. 3.3).

Before turning to the results, however, we first provide some general details
with respect to explanation methods used for e2KD and our training setup.
Explanation methods. For e2KD, we use GradCAM [29] for standard models
and B-cos explanations for B-cos models, optimizing the cosine similarity as
per Eq. (3). For B-cos, we use the dynamic weights W(x) as explanations [5].
Training details. In general, we follow the recent KD setup from [4], which
has shown significant improvements for KD; results based on the setup followed
by [8,15,39] can be found in the supplement. Unless specified otherwise, we use
the AdamW optimizer [20] and, following [5], do not use weight decay for B-cos
models. We use a cosine learning rate schedule with initial warmup for 5 epochs.
For the teacher-student logit loss on multi-label VOC dataset, we use the logit
loss following [37] instead of Eq. (1). For AT [39], CAT-KD [15], ReviewKD [8],
and CRD [33] we follow the original implementation and use cross-entropy based
on the ground truth labels instead of Eq. (1); for an adaptation to B-cos models,
see appendix C.2. For each method and setting, we report the results of the
best hyperparameters (softmax temperature and the methods’ loss coefficients)
as obtained on a separate validation set. Unless specified otherwise, we augment
images via random horizontal flipping and random cropping with a final resize
to 224×224. For full details, see appendix C.1.

4.1 e2KD Improves Learning from Limited Data

Setup. To test the robustness of e2KD with respect to the dataset size (Sec. 3.2,
Desideratum 1), we distill with 50 (≈ 4%) or 200 (≈ 16%) shots per class, and the
full ImageNet training data; further, we also distill without access to ImageNet,
performing KD on SUN397 [35], whilst still evaluating on ImageNet (and vice
versa). We distill ResNet-34 [16] teachers to ResNet-18 students for standard and
B-cos models (Tabs. 1 and 2); additionally, we use a B-cos DenseNet-169 [18]
teacher (Tab. 3) to evaluate distillation across architectures. For reference, we
also provide results we obtained via AT [39], CAT-KD [15], and ReviewKD [8].
Results. In Tabs. 1 to 3, we show that e2KD can significantly improve logit-
based KD in terms of top-1 accuracy as well as top-1 teacher-agreement on
ImageNet. We observe particularly large gains for small distillation dataset sizes.
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Table 1: KD on ImageNet for standard models. For a ResNet-34 teacher and
a ResNet-18 student, we show the accuracy and agreement of various KD approaches
for three different distillation dataset sizes. Across all settings, e2KD yields significant
accuracy and agreement gains over logit-based KD approaches (KD [4, 17] and CRD
[33]). Similar results are also observed for B-cos models, see Tabs. 2 and 3.

Standard Models
Teacher ResNet-34
Accuracy 73.3%

50 Shots 200 Shots Full data

Acc. Agr. Acc. Agr. Acc. Agr.

Baseline ResNet-18 23.3 24.8 47.0 50.2 69.8 76.8

AT [39] 38.3 41.1 54.7 59.0 69.7 74.9
ReviewKD [8] 51.2 55.6 63.0 69.0 71.4 80.0
CAT-KD [15] 32.2 34.5 55.7 60.7 70.9 78.7

KD [4,17] 49.8 55.5 63.1 71.9 71.8 81.2
+ e2KD (GradCAM) 54.9 61.7 64.1 73.2 71.8 81.6

+5.1 +6.2 +1.0 +1.3 +0.0 +0.4

CRD [33] 30.0 31.8 51.0 54.9 69.4 74.6
+ e2KD (GradCAM) 34.7 37.1 54.1 58.7 70.5 76.5

+4.7 +5.3 +3.1 +3.8 +1.1 +1.9

Table 2: KD on ImageNet for B-cos models. For a B-cos ResNet-34 teacher and
a B-cos ResNet-18 student, we show the accuracy and agreement of KD approaches for
three different distillation dataset sizes. Across all settings, e2KD significantly improves
accuracy and agreement over vanilla KD, whilst remaining competitive with prior work.

B-cos Models
Teacher ResNet-34
Accuracy 72.3%

50 Shots 200 Shots Full data

Acc. Agr. Acc. Agr. Acc. Agr.

Baseline ResNet-18 32.6 35.1 53.9 59.4 68.7 76.9

AT [39] 41.9 45.6 57.2 63.7 69.0 77.2
ReviewKD [8] 47.5 53.2 54.1 60.8 57.0 64.6
CAT-KD [15] 53.1 59.8 58.6 66.4 63.9 73.7

KD [4,17] 35.3 38.4 56.5 62.9 70.3 79.9
+ e2KD (B-cos) 43.9 48.4 58.8 66.0 70.6 80.3

+8.6 +10.0 +2.3 +3.1 +0.3 +0.4

E.g., for KD, accuracy and agreement for conventional (and B-cos) models on 50
shots improve by 5.1 (B-cos: 8.6) and 6.2 (B-cos: 10.0) p.p. respectively. As e2KD
is model-agnostic, we found consistent trends with another teacher (cf. Tab. 3),
and further find it to generalise also to other distillation methods (Tab. 1; CRD).

In Tab. 5 (right), we show that e2KD also provides significant gains when
using unrelated data [4], improving student’s ImageNet accuracy and agreement
by 4.9 and 5.4 p.p. respectively, despite computing the explanations on images of
SUN [35] dataset (i.e. SUN→ImageNet). Similar gains can be observed when us-
ing ImageNet images to distill a teacher trained on SUN (i.e. ImageNet→SUN).
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Table 3: KD and ‘frozen’ KD (❄) on ImageNet for B-cos models for a
DenseNet-169 teacher. Similar to the results in Tab. 2, we find that e2KD adds
significant gains to ‘vanilla’ KD across dataset sizes (50 Shots, 200 Shots, full data)
and, as it does not rely on matching specific blocks between architectures (cf. [8,39]), it
seamlessly works across architectures. Further, e2KD can also be used with ‘frozen’ (❄)
explanations by augmenting images and pre-computed explanations jointly (Sec. 3.3).

B-cos Models
Teacher DenseNet-169

Accuracy 75.2%

50 Shots 200 Shots Full data

Acc. Agr. Acc. Agr. Acc. Agr.

Baseline ResNet-18 32.6 34.5 53.9 58.4 68.7 75.5

KD [4,17] 37.3 40.2 51.3 55.6 71.2 78.8
+ e2KD (B-cos) 45.4 49.0 55.7 60.7 71.9 79.8

+8.1 +8.8 +4.4 +5.1 +0.7 +1.0

❄ KD 33.4 35.7 50.4 54.5 68.7 75.2
❄ + e2KD (B-cos) 38.7 41.7 53.6 58.3 69.5 76.4

+5.3 +6.0 +3.2 +3.8 +0.8 +1.2

4.2 e2KD Improves Learning the ‘Right’ Features

Setup. To assess whether the students learn to use the same input features as
the teacher (Sec. 3.2 Desideratum 2), we use the Waterbirds-100 dataset [28], a
binary classification task between land- and waterbirds, in which birds are highly
correlated with the image backgrounds during training. As teachers, we use pre-
trained ResNet-50 models from [24], which were guided to use the bird features
instead of the background; as in Sec. 4.1, we use conventional and B-cos models
and provide results obtained via prior work for reference.We further demonstrate
the model-agnostic aspect of e2KD by testing a variety of CNN architectures as
students. In light of the findings by [4] that long teaching schedules and strong
data augmentations help, we explore three settings1: (1) 700 epochs, (2) with
add. mixup [41], as well as (3) training 5x longer (‘patient teaching’).
Results. In Fig. 2, we present our results on the Waterbirds for standard models
(see appx. B.2 for B-cos models). We evaluate the accuracy and student-teacher
agreement of each method on object-background combinations not seen during
training (i.e. ‘Waterbird on Land’ & ‘Landbird on Water’) to see how well the
students learned from the teacher to rely on the ‘right’ input features (i.e. birds).

Across all settings, e2KD significantly boosts the out-of-distribution perfor-
mance of KD on both accuracy and agreement. Despite its simplicity, it compares
favourably to prior work, indicating that e2KD indeed promotes faithful distilla-
tion. Notably, Fig. 2 is also an example of how the in-distribution performance of
KD methods may not fully reflect their differences.We also find clear qualitative
improvements in the explanations focusing on the ‘right’ features, see Fig. 3 for
B-cos models and Sec. A.1 in the appendix for standard models.

1 Compared to ImageNet, the small size of the Waterbirds-100 dataset allows for
reproducing the ‘patient teaching’ results with limited compute.



10 A. Parchami-Araghi et al.

80

85

90

95

100

+ 1.9 + 1.6 + 1.5

700 epochs + mixup + 5x training
A

c
c
u

ra
c
y

95.5
97.9 98.1

95.5
97.4 96.5

98.6 98.3
96.7

98.3 97.5
98.9 98.7

97.3
98.8

CAT-
KD AT

Rev
iew

KD KD
e
2 KD

CAT-
KD AT

Rev
iew

KD KD
e
2 KD

CAT-
KD AT

Rev
iew

KD KD
e
2 KD

80

85

90

95

100

+ 2.1 + 1.5 + 1.3

A
g

re
e

m
e

n
t

95.7
98.0 98.2

95.5
97.6

96.3
98.4 98.3

96.7
98.2

97.2
98.7 98.7

97.5
98.8

In-distribution data — Standard Models

10

20

30

40

50

+ 5.7 +13.0
+ 9.8

700 epochs + mixup + 5x training

A
cc

ur
ac

y

27.3

37.6 35.9
31.1

36.8

26.1

36.2
41.8

29.4

42.4

31.3

47.5 49.3

37.9

47.7

CAT-K
D AT

Rev
iew

KD KD
e
2 KD

CAT-K
D AT

Rev
iew

KD KD
e
2 KD

CAT-K
D AT

Rev
iew

KD KD
e
2 KD

40

50

60

70

80

+ 7.3
+12.0

+11.0

A
gr

ee
m

en
t

60.0

68.6 70.1

61.8

69.1

60.8

69.8 71.3

62.6

74.6

65.6

74.6
79.5

69.2

80.2

Out-of-distribution data — Standard Models

Fig. 2: KD for standard models on Waterbirds-100. We show the accuracy
and agreement on in-distribution (top) and out-of-distribution (bottom) test sam-
ples when distilling from a ResNet-50 teacher to a ResNet-18 student with various KD
approaches. Following [4], we additionally evaluate the effectiveness of adding mixup
(col. 2) and, additionally, long teaching (col. 3). We find that our proposed e2KD pro-
vides significant benefits over vanilla KD, and is further enhanced under long teaching
and mixup. We show the performance of prior work for reference, and find that e2KD
performs competitively. For results on B-cos models, see appendix B.2 and Fig. 3.

Teacher

4

KD

4

e2KD (ours)

4

4 4 4

Landbird
on Land

Waterbird
on Water

Teacher

4

KD

7

e2KD (ours)

4

4 7 4

Landbird
on Water

Waterbird
on Land

Fig. 3: Comparing explanations for KD on Waterbirds. Here we visualize B-cos
explanations, when distilling a B-cos ResNet-50 teacher (col. 2) to a B-cos ResNet-18
student with KD (col. 3) and e2KD (col. 4). While for in-distribution data (left)
the different focus of the models (foreground/background) does not affect the models’
predictions (correct predictions marked by ✓), it results in wrong predictions under
distribution shift (right, incorrect predictions marked by ✗). For additional qualitative
results, including standard models with GradCAM explanations, see appendix A.1.
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Further, consistent with [4], we find mixup augmentation and longer train-
ing schedules to also significantly improve agreement. This provides additional
evidence for the hypothesis put forward by [4] that KD could be sufficient for
function matching if performed for long enough. As such, and given the simplicity
of the dataset, the low resource requirements, and a clear target (100% agree-
ment on unseen combinations), we believe the waterbirds dataset to constitute
a great benchmark for future research towards faithful KD.

Lastly, given that e2KD does not make any reference to model architecture
and simply matches the explanations on top of KD, we find that it consistently
improves out-of-distribution performance across different student architectures,
see Tab. 4. As we discuss in the next section, the model-agnostic nature of e2KD
also seamlessly allows to transfer knowledge between CNNs and ViTs.

Table 4: Out-of-distribution results on Waterbirds-100 across student ar-
chitectures. We show accuracy and agreement results on out-of-distribution samples
when distilling a standard ResNet-50 teacher (similar to Fig. 2) to different students.
e2KD results in consistent gains across students, by simply matching the explanations.

Method ConvNext EfficientNet MobileNet ShuffleNet
Acc. Agr. Acc. Agr. Acc. Agr. Acc. Agr.

KD 20.5 55.5 27.5 59.0 22.3 57.0 23.1 57.1
+ e2KD (GradCAM) 32.2 64.4 37.8 68.7 36.0 68.2 37.0 68.6

4.3 e2KD Improves the Student’s Interpretability

In this section, we present results on maintaining the teacher’s interpretability
(cf. Sec. 3.2 Desideratum 3). In particular, we show that e2KD naturally lends
itself to distilling localization properties of the teacher into the students (Sec. 4.3
‘Distill on VOC’) and that even architectural priors of a CNNs can be transferred
to ViT students (Sec. 4.3 ‘Distill to ViT’).

Distill on VOC. We assess how well the focused explanations are preserved.
Setup. To assess whether the students learn to give similar explanations as the
teachers, we distill B-cos ResNet-50 teachers into B-cos ResNet-18 students on
PASCAL VOC [11] in a multi-label classification setting. Specifically, we use
two different teachers from [24]: one with explanations of high EPG [34] score
(EPG Teacher), and one with explanations of high IoU score (IoU Teacher).
To quantify the students’ focus, we then measure the EPG and IoU scores of
the explanations with respect to the dataset’s bounding box annotations in a
multi-label classification setting. As these teachers are trained explicitly to ex-
hibit certain properties in their explanations, a faithfully distilled student should
optimally exhibit the same properties.
Results. As we show in Tab. 5, the explanations of an e2KD student indeed
more closely mirror those of the teacher than a student trained via vanilla KD:
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Table 5: (Left) e2KD results on VOC. We compare KD and e2KD when distilling
from a B-cos ResNet-50 teacher guided [24] to either optimize for EPG (left) or IoU
(right). Explanations of the e2KD student better align with those of the teacher, as
evidenced by significantly higher EPG (IoU) scores when distilled from the EPG (IoU)
teacher. e2KD students also achieve higher accuracy (F1).(Right) KD on unrelated
images. A B-cos DenseNet-169 teacher model, left: trained on the SUN [35] is distilled
with ImageNet (IMN→SUN), and right: trained on ImageNet is distilled with SUN
(SUN→IMN). In both cases, the B-cos ResNet-18 student distilled with e2KD achieves
significantly higher accuracy and agreement scores than student trained via vanilla KD.

KD on the VOC Dataset

EPG Teacher IoU Teacher
EPG IoU F1 EPG IoU F1

Teacher 75.7 21.3 72.5 65.0 49.7 72.8
Baseline 50.0 29.0 58.0 50.0 29.0 58.0

KD 60.1 31.6 60.1 58.9 35.7 62.7
+ e2KD 71.1 24.8 67.6 60.3 45.7 64.8

KD on Unrelated Images

IMN→SUN SUN→IMN
Acc. Agr. Acc. Agr.
60.5 - 75.2 -
57.7 67.9 68.7 75.5

53.5 65.0 14.9 16.7
54.9 67.7 19.8 22.1

e2KD students exhibit significantly higher EPG when distilled from the EPG
teacher (EPG: 71.1 vs. 60.3) and vice versa (IoU: 45.7 vs. 24.8). In contrast,
‘vanilla’ KD students show only minor differences (EPG: 60.1 vs. 58.9; IoU: 35.7
vs. 31.6). These improvements also show qualitatively (Fig. 4), with the e2KD
students reflecting the teacher’s focus much more faithfully in their explanations.

While this might be expected as e2KD explicitly optimizes for explanation
similarity, we would like to highlight that this not only ensures that the desired
properties of the teachers are better represented in the student model, but also
significantly improves the students’ performance (e.g., F1: 60.1→67.6 for the
EPG teacher). As such, we find e2KD to be an easy-to-use and effective addition
to vanilla KD for improving both interpretability as well as task performance.

EPG Teacher KD e2KD (ours)

Car

Chair

EPG Teacher KD e2KD (ours)

Cat

Aeroplane

Fig. 4: Maintaining focused explanations. We visualize B-cos explanations, when
distilling a B-cos ResNet-50 teacher that has been trained to not focus on confounding
input features (col. 2), to a B-cos ResNet-18 student with KD (col. 3) and e2KD
(col. 4). Explanations of e2KD students are significantly closer to the teacher’s (and
hence more human-aligned). Samples are drawn from the VOC test set, with all models
correctly classifying the shown samples. For more qualitative results, see appendix A.2.
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Method Acc. Agr.

T: B-cos DenseNet-169 75.2 -
B: B-cos ViTTiny 60.0 64.6
KD 64.8 70.1
+ e2KD 66.3 71.8
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Fig. 5: Distilling inductive biases (CNN→ViT). We distill a B-cos DenseNet-
169 teacher to a B-cos ViTTiny. Top-Left: e2KD yields significant gains in accuracy
and agreement. Bottom-Left: Cosine similarity of explanations for shifted images
w.r.t. the unshifted image (T=0). With e2KD (blue) the ViT student learns to mimic
the shift periodicity of the teacher (purple), despite the inherent periodicity of 16 of the
ViT architecture (seen for vanilla KD, yellow). Notably, e2KD with frozen explanations
yields shift-equivariant students (red), see also Sec. 4.3 ‘Distill to ViT’. Right: e2KD
significantly improves the explanations of the ViT model, thus maintaining the utility
of the explanations of the CNN teacher model. While the explanations for KD change
significantly under shift (subcol. 3), for e2KD (subcol. 4), as with the CNN teacher
(subcol. 2), the explanations remain consistent. See also appendix A.3.

Distill to ViT. We assess if inductive biases of CNN can be distilled to ViT.
Setup. To test whether students learn architectural priors of the models, we
evaluate whether a B-cos ViTTiny student can learn to give explanations that
are similar to those of a pretrained CNN (B-cos DenseNet-169) teacher model;
for this, we again use the ImageNet dataset.
Results. In line with the results of the preceding sections, we find (Fig. 5,
left) that e2KD significantly improves the accuracy of the ViT student model
(64.8→66.3), as well as the agreement with the teacher (70.1→71.8).

Interestingly, we find that the ViT student’s explanations seem to become
similarly robust to image shifts as those of the teacher (Fig. 5, bottom-left and
right.). Specifically, note that the image tokenization of the ViT model using
vanilla KD (extracting non-overlapping patches of size 16×16) induces a peri-
odicity of 16 with respect to image shifts T , see, e.g., Fig. 5 (bottom-left, yellow
curve): here, we plot the cosine similarity of the explanations2 at various shifts
with respect to the explanation given for the original, unshifted image (T=0).
In contrast, due to smaller strides (stride∈{1, 2} for any layer) and overlapping
convolutional kernels, the CNN teacher model is inherently more robust to im-
age shifts, see Fig. 5 (purple curve), exhibiting a periodicity of 4. A ViT student

2 We compute the similarity of the intersecting area of the explanations.
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trained via e2KD learns to mimic the behaviour of the teacher (see Fig. 5, blue
curve) and exhibits the same periodicity, indicating that e2KD indeed helps the
student learn a function more similar to the teacher.

In Fig. 5 (right), we see that e2KD also significantly improves the explana-
tions of the ViT model. We show explanations for original and 8-pixel diagonally
shifted (↘) images. Our ViT’s explanations are more robust to shifts and more
interpretable, thus maintaining the utility of the explanations of the teacher.

4.4 e2KD with Frozen Explanations

In the previous sections, we showed that e2KD is a robust approach that provides
consistent gains even when only limited data is available (see Sec. 4.1) and works
across different architectures (e.g., DenseNet→ResNet or DenseNet→ViT, see
Secs. 4.1 and 4.3 ‘Distill to ViT’). In the following, we show that e2KD even works
when only ‘approximate’ explanations for the teacher are available (cf. Sec. 3.3).
Setup. To test the robustness of e2KD when using frozen explanations, we
distill from a B-cos DenseNet-169 teacher to a B-cos ResNet-18 student using
pre-computed, frozen explanations on the ImageNet dataset. We also evaluate
across varying dataset sizes, as in Sec. 4.1.
Results. Tab. 3 (bottom) shows that e2KD with frozen explanations is effective
for improving both the accuracy and agreement over KD with frozen logits across
dataset sizes (e.g. accuracy: 33.4→38.7 for 50 shots). Furthermore, e2KD with
frozen explanations also outperforms vanilla KD under both metrics when using
limited data (e.g. accuracy: 37.3→38.7 for 50 shots). As such, a frozen teacher
constitutes a more cost-effective alternative for obtaining the benefits of e2KD,
whilst also highlighting its robustness to using ‘approximate’ explanations.

Our results also indicate that it might be possible to instill desired properties
into a DNN model even beyond knowledge distillation. Note that the frozen ex-
planations are by design equivariant explanations across shifts and crops. Based
on our observations for the ViTs (cf. Sec. 4.3), we thus expect a student trained
on frozen explanations to become almost fully shift-equivariant, which is indeed
the case for our ViT students (see Fig. 5, bottom-left, red curve, ViT ❄ e2KD).

5 Conclusion

We proposed a simple approach to promote the faithfulness of knowledge distil-
lation (KD) by explicitly optimizing for the explanation similarity between the
teacher and the student, and showed its effectiveness in distilling the teacher’s
properties under multiple settings. Specifically, e2KD helps the student (1) achieve
competitive and often higher accuracy and agreement than vanilla KD, (2) learn
to be ‘right for the right reasons’, and (3) learn to give similar explanations as
the teacher, e.g. even when distilling from a CNN teacher to a ViT student.
Finally, we showed that e2KD is robust in the presence of limited data, approxi-
mate explanations, and across model architectures. In short, we find e2KD to be
a simple but versatile addition to KD that allows for a more faithful distillation
of the teacher, whilst also maintaining competitive task performance.
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