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The content of each section is as follows:

– Appendix A offers an in-depth review of related work.
– Appendix B presents explanation of the methods used to construct the

LHRS-Align dataset.
– Appendix C outlines the steps taken to develop the LHRS-Instruct dataset.
– Appendix D details the process of converting the public remote sensing (RS)

datasets into our multitask instruction dataset.
– Appendix E provides detailed information about the evaluation datasets.
– Appendix F explains the evaluation dimensions of our LHRS-Bench bench-

mark.
– Appendix G lists the training hyperparameters used.
– Appendix H includes the prompts used for evaluation on each task.

A Related Work

A.1 Multimodal Large Language Models

With the remarkable capabilities of LLMs in natural language processing [3, 6,
12, 30, 33, 44] and their successful applications across various domains [9, 18, 26,
27,29,31,34,38,39,45], LLMs have been extended to MLLMs by aligning visual
inputs with LLMs and further empowered by visual instruction tuning to address
a serial of cross-modal tasks [1, 2, 10, 16, 17, 49]. The progression in MLLMs has
catalyzed the creation of domain-specific MLLMs, encompassing areas such as
biomedicine [16], autonomous driving [22], and RS [14,43].

A.2 Remote Sensing Vision-Language Models

Early RS vision-language models were designed for specific tasks, such as VQA [20],
visual grounding [42], and scene classification [19]. RSGPT [13] is the initial work
which exploits LLMs for RS vision-language tasks. However, it necessitates spe-
cific fine-tuning for each task, limiting its potential for holistic RS image under-
standing. Our concurrent works, GeoChat [14] and SkyEyeGPT [43] introduce
RS-specific MLLMs which can also address various RS image understanding
tasks and follow human instructions. However, these models are struggled to
adapting to existing public RS datasets, thus failing to utilize the extensive and
global RS images to enrich LLMs with comprehensive RS visual knowledge. In
contrast, we unleash the full potential of LLMs for RS applications by leveraging
the abundant geographical information within global available RS images and
employing a more effective multi-level alignment strategy.
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A.3 Large-Scale Remote Sensing Vision-Language Datasets

The RS5M dataset [46], comprised of 5 million RS images, is the first large-
scale RS image-text paired dataset. This dataset is curated by filtering publicly
available general datasets. Despite the extensive scale, it falls short in providing
orthorectified satellite images and offers insufficient geographical descriptions of
scenes and objects. SkyScript [32], a dataset developed concurrent with ours,
utilizes open-source geographical data to create a large-scale image-text dataset.
However, their image captions, created using predefined rules and not thoroughly
refined by a rigorous cleaning pipeline, fall short in providing high-quality and
rich visual semantics. In this work, we develop a large-scale vision-language RS
alignment dataset utilizing the semantically abundant VGI database and global
RS images. By implementing a rigorous data curation pipeline and employ-
ing LLMs to generate meaningful descriptions from feature tags, the proposed
dataset is proven more informative for pretraining an MLLM.

B Details about LHRS-Align Dataset

B.1 Data Source

We have collected images that cover the most populous cities from certain coun-
tries. Due to challenges such as the scarcity of OSM data for certain cities (par-
ticularly in underdeveloped regions), the remaining images cover 9,259 cities
across 129 countries. Considering the spatial resolution limitation of RS images,
we only utilize the polygon features of OSM for the current version of our dataset,
with the extension of polyline and point features left to our future works. Fur-
thermore, we discard the polygon features tagged with the keys “boundary” and
“barrier”, as they do not exactly describe the function of the feature.

B.2 Geo-alignment and Image Processing

We search the database and find out qualified features as anchors to locate the
corresponding RS images. The principle is choosing features whose areas are
larger than a 128×128 pixel image and have aspect ratios less than 4. This is to
ensure that the chosen features are adequately large and do not exhibit excessive
slenderness. For the RS images, we resize any image larger than 768×768 pix-
els down to 768×768. Subsequently, the images undergo a deduplication process
with fastdup ∗ and a pruning step, which involves removing images that predom-
inantly feature vast ocean areas or are obscured by clouds. The latter process
is facilitated by employing a trained classification network. These postprocess-
ing procedures reduce the samples from 7M to 4M. Based on the geographical
extent of each image, the corresponding features are selected out whose spatial
area is smaller than 1/64 of the image’s size. The spatial areas of the features
and images are calculated in Web Mercator projection.

∗https://github.com/visual-layer/fastdup?tab=readme-ov-file

https://github.com/visual-layer/fastdup?tab=readme-ov-file
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Fig. 1: Interface for manual filtering the OSM keys.

B.3 Filtering Keys

We use a method combining initial automatic filtering and subsequent manual
filtering. In the automatic filtering phase, we eliminate keys that meet any of
these criteria: the key contains the string "name" or "addr", all values under
the key have no characters, or the variety of values is fewer than 3. Through
this approach, the number of keys is reduced to 1,885 from the original 10,244.
In the manual filtering stage, three experts individually determine if the key is
useful for providing semantic information, according to the corresponding values
(via an annotation interface depicted in Fig. 1) and its description on OSM
wiki. A key is preserved only if there is unanimous agreement among all three
experts regarding its retention. This process further narrows the count to 186
keys, which are presented in Tab. 4. Note that this is the only step involving
human discrimination throughout the pipeline, which takes only around 2 hours
for each of the three experts.

B.4 Semantic Balancing

Due to the fact that an image corresponds to multiple geographical features,
and each geographical feature corresponds to multiple attributes, we remove the
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duplicate key-value pairs within each image and then calculate the counts of
all key-value pairs across the entire dataset. Based on the key-value statistics,
we first remove the images whose key-value pairs are all larger than the magic
number t = 20k (the threshold used to limit the count of key-value pairs within
the whole dataset). After that, we select out images from the removed images
using the independent sampling method [37] for supplement to the remained
images in the above step. This method results in a more balanced dataset.

B.5 Details about Generating Captions

To generate captions for each image in the LHRS-Align dataset, we utilize
Vicuna-v1.5-13B, incorporating the vLLM [15] and fast-chat [47] libraries. We
explore various settings for the generation sampling parameters, adjusting the
temperature across f0.4, 0.5, 0.6, 0.7, 0.85, 0.9g and top_p across f0.8, 0.85, 0.9, 0.95g.
Ultimately, we select a temperature of 0.7 and a top_p of 0.95 for optimal per-
formance. The utilized in-context examples are detailed in Tab. 5.

C Details about LHRS-Instruct Dataset

C.1 Instruction-Following Dataset from Public RS Caption Dataset

Data Filtering Procedure. The data filtering process for the public caption
datasets RSITMD [41] and NWPU [4] involves several steps:

– Image deduplication is conducted using the fastdup tool.
– Each of the five captions for an image is tokenized, and captions shorter than

10 tokens are removed.
– We employ OpenAI’s CLIP-L/14 [24] to calculate the average similarity

between each of the five captions and their corresponding image. Samples
with similarity scores below 15% are filtered out from the dataset. This
threshold was chosen after multiple attempts, as it is observed that similarity
scores generated by CLIP were typically low and often did not align with
human judgement.

Instruction-Following Data Generation. We deploy the Vicuna-v1.5-13B [5]
for generation with the same setting described in Appendix B.5. The in-context
examples are shown in Tab. 6.

C.2 Instruction-Following Dataset from LHRS-Align

The in-context examples used for generating instruction data for visual rea-
soning, along with detailed image descriptions and conversations, are displayed
in Tab. 7, Tab. 8, and Tab. 9, respectively.
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D Multi-task Instruction Dataset

We build a multi-task instruction dataset by collecting various public RS datasets
and creating manual instruction templates. All the data in this multi-task in-
struction dataset are sampled exclusively from the training sets of each public
dataset. The contents of the multi-task instruction dataset are detailed in Tab. 1.
Furthermore, di�erent instruction templates are developed for the classi�cation
and visual grounding tasks, and each data is converted into instruction data
by randomly selecting one of the templates. The instruction templates used are
shown in Tab. 10.

E Details about Test Datasets

We detail the dataset information for each task in Tab. 2.

F Details about LHRS-Bench Dataset

F.1 Evaluation Dimensions

The hierarchical ability taxonomies are comprised of 5 top-level dimesntions
with 11 �ne-grained sub-dimensions. Note that each question-answer pair may
encompass multiple sub-dimensions [40]. Detailed introduction of each ability
dimensions is outlined below.

� Recognition: This dimension focuses on the model's ability to recognize
instance identity (geographical objects or scene information), and their at-
tributes, including color, orientation, shape, and area.

� Quantity: This dimension assesses the model's capacity to count speci�c
objects, often combined with a prerequisite understanding of those objects
(Recognition).

� Imagery: This dimension centers on the image itself, speci�cally recognizing
its resolution and modality. In the RS domain, images can encompass various
modalities, including optical, panchromatic, synthetic aperture radar (SAR),
and thermal infrared images. However, as RS MLLMs are still in their early
stages of development, LHRS-Bench currently only includes multispectral
and panchromatic images.

� Spatial-awareness: This dimension evaluates the MLLM's ability to com-
prehend the locations (and spatial relationships between objects), as well as
identify the distance between objects.

� Reasoning: This dimension assesses the model's pro�ciency in accurately
comprehending the image and utilizing its domain-speci�c knowledge to pro-
vide correct answers to questions.
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G Hyperparamters

In all our experiments, we utilized 8 NVIDIA V100-32G GPU. However, due
to the V100's lack of support for bf16, we initially trained using the AdamW
optimizer and fp16. This approach, however, led to considerable instability in the
�rst stage of training. We experimented with various learning rates, speci�cally
{ 2 � 10� 6, 5 � 10� 6, 8 � 10� 6, 2 � 10� 5, 5 � 10� 5, 8 � 10� 5, 2 � 10� 4, 1 �
10� 3}, but observed that training became unstable at higher learning rates,
while lower learning rates resulted in suboptimal model performance. We also
implemented gradient clipping and experimented with di�erent gradient norms,
speci�cally {0.1, 0.3, 0.6, 1.0, 5.0}. Ultimately, for improved performance and
stability in the �rst stage, we selected the Adan optimizer [36]. Concurrently,
we enabled DeepSpeed-Zero2 [25] in all three training stages. Details of other
hyperparameter settings can be found in Table 3.

H Evaluation Prompt for Each Task

In tasks related to visual grounding and VQA, we prompt each model using
descriptions of the target object and questions, respectively. For classi�cation
tasks and evaluations on LHRS-Bench, the same prompts are employed across
all models, with the speci�c prompts presented in Tab. 11.

Table 1: Detailed statistics of multi-task instruction dataset.

Dataset Task Type Samples

RSVQA-HR [20] VQA 10,000
RSVQA-LR [20] VQA 500
UCM [23] Classi�cation, Caption 2,519
RSVG [28] Visual Grounding 2,428
DIOR-RSVG [42] Visual Grounding 14,030
NWPU [4] Classi�cation 4,941
METER-ML [48] Classi�cation 1,400
RSITMD [41] Classi�cation 504
fMoW [7] Classi�cation 5,000
RSICD [21] Caption 1,000

Total 42,322

References

1. Alayrac, J.B., Donahue, J., Luc, P., Miech, A., Barr, I., Hasson, Y., Lenc, K., Men-
sch, A., Millican, K., Reynolds, M., et al.: Flamingo: a visual language model for
few-shot learning. Advances in Neural Information Processing Systems 35, 23716�
23736 (2022)
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Table 2: Detailed introduction of the test datasets.

Dataset Task Type Image size Resolution (m) Categories

AID [35] Classi�cation 600 Ö600 0.5 � 8 30
WHU-RS19 [8] Classi�cation 600 Ö600 � 0.5 19
NWPU [4] Classi�cation 256 Ö256 0.2 � 30 45
SIRI-WHU [50] Classi�cation 200 Ö200 2 12
EuroSAT [11] Classi�cation 64 Ö64 10 10
METER-ML [48] Classi�cation 720 Ö720 1 6
fMoW [7] Classi�cation Varies 0.31 � 1.6 63
RSVQA-LR [20] VQA 256 Ö256 10 �
RSVQA-HR [20] VQA 512 Ö512 0.15 �
RSVG [28] Visual Grounding 1024Ö1024 Varies �
DIOR-RSVG [42] Visual Grounding 800 Ö800 0.5 � 30 20

Table 3: Hyperparameter settings.

Stage1 Stage2 Stage3

Optimizer Adan AdamW AdamW
Learning Rate 0.0002 0.0002 0.0001
Batch Size 8 4 4
Accumulation Step(s) 1
Weight Decay 0.0
� 1 0.98 0.9
� 2 0.92 0.95
� 3 0.99 -
Epoch(s)/Step(s) 1 Epoch 1 Epoch 1200 Steps
Gradient Norm 0.3 1.0 1.0
Scheduler Cosine
Warmup Steps 500 100 40

2. Bai, J., Bai, S., Yang, S., Wang, S., Tan, S., Wang, P., Lin, J., Zhou, C., Zhou,
J.: Qwen-vl: A frontier large vision-language model with versatile abilities. arXiv
preprint arXiv:2308.12966 (2023)

3. Brown, T., Mann, B., Ryder, N., Subbiah, M., Kaplan, J.D., Dhariwal, P., Nee-
lakantan, A., Shyam, P., Sastry, G., Askell, A., et al.: Language models are few-shot
learners. Advances in neural information processing systems33, 1877�1901 (2020)

4. Cheng, G., Han, J., Lu, X.: Remote sensing image scene classi�cation: Benchmark
and state of the art. Proceedings of the IEEE 105(10), 1865�1883 (2017)

5. Chiang, W.L., Li, Z., Lin, Z., Sheng, Y., Wu, Z., Zhang, H., Zheng, L., Zhuang,
S., Zhuang, Y., Gonzalez, J.E., et al.: Vicuna: An open-source chatbot impressing
gpt-4 with 90%* chatgpt quality. See https://vicuna. lmsys. org (accessed 14 April
2023) (2023)

6. Chowdhery, A., Narang, S., Devlin, J., Bosma, M., Mishra, G., Roberts, A.,
Barham, P., Chung, H.W., Sutton, C., Gehrmann, S., et al.: Palm: Scaling lan-
guage modeling with pathways. Journal of Machine Learning Research 24(240),
1�113 (2023)
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Table 4: Selected keys for OSM features.

Manual selected keys:
[ 'landuse', 'landcover', 'natural', 'amenity', 'water', 'industrial', 'prod-
uct', 'leisure', 'tourism', 'shop', 'healthcare', 'aeroway', 'surface', 'aero-
drome', 'highway', 'building', 'sport', 'denomination', 'man_made',
'waterway', 'power', 'military', 'parking', 'historic', 'residential', 'trees',
'place', 'plant:source', 'public_transport', 'leaf_cycle', 'produce', 'min-
eral', 'social_facility', 'castle_type', 'wetland', 'ruins', 'archaeologi-
cal_site', 'water_source', 'type', 'crop', 'historic:civilization', 'material',
'area:highway', 'education', 'construction', 'garden:type', 'museum', 're-
sort', 'leaf_type', 'seamark:type', 'service', 'military_service', 'beach',
'craft', 'generator:source', 'resource', 'cargo', 'golf ', 'orchard', 'rail-
way', 'grassland', 'depot', 'port', 'attraction', 'content', 'roof:shape',
'meadow', 'wood', 'grass', 'zoo', 'construction:power', 'generator:method',
'plant', 'aquaculture', 'reservoir_type', 'sport_1', 'school', 'trade',
'basin', 'piste:type', 'club', 'monastery:type', 'landform', 'athletics',
'wholesale', 'building:use', 'pumping_station', 'utility', 'police', 'com-
pany', 'playground', 'footway', 'building:colour', 'construction:amenity',
'animal_shelter', 'cemetery', 'tomb', 'land�ll', 'construction:leisure',
'building:material', 'land�ll:waste', 'construction:landuse', 'farmyard',
'shelter_type', 'camp_type', 'animal_keeping', 'building:part', 'waste',
'animal_breeding', 'construction:man_made', 'commercial', 'research',
'species', 'seamark:small_craft_facility:category', 'glacier:type', 'hazard',
'geological', 'reservoir', 'historic:landuse', 'station', 'recreation_ground',
'construction:railway', 'boules', 'roof:material', 'park', 'amenity_1', 'ani-
mal', 'usage', 'contamination', 'seamark:shoreline_construction:category',
'reef', 'farmland', 'nature', 'storage', 'livestock', 'pasture', 'allotments',
'building:condition', 'logistics', 'forest', 'building:roof', 'place_of_worship',
'rock', 'factory', 'scrub', 'construction:industrial', 'seaway', 'construc-
tion:sport', 'park:type', 'vehicle_depot', 'dock', 'bunker_type', 'to-
ponym', 'industry', 'historic:leisure', 'sand', 'earth_bank', 'pond_use',
'tree', 'retail', 'bay', 'works', 'forest_cover', 'historic:amenity', 'construc-
tion:residential', 'sports_centre', 'residence', 'paving_stones:material',
'seamark:sea_area:category', 'quarry', 'vegetation', 'construction:highway',
'pitch', 'warehouse', 'construction:shop', 'bridge:type', 'historic:aeroway',
'bare_rock', 'transport', 'bridge:movable', 'construction:tourism', 'build-
ing:roof:colour', 'amenity_2', 'amenity_3', 'construction:type', 'heath' ]

7. Christie, G., Fendley, N., Wilson, J., Mukherjee, R.: Functional map of the world.
In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recog-
nition. pp. 6172�6180 (2018)

8. Dai, D., Yang, W.: Satellite image classi�cation via two-layer sparse coding with
biased image representation. IEEE Geoscience and Remote Sensing Letters8(1),
173�176 (2011)

9. Deng, C., Zhang, T., He, Z., Chen, Q., Shi, Y., Zhou, L., Fu, L., Zhang, W., Wang,
X., Zhou, C., et al.: Learning a foundation language model for geoscience knowledge
understanding and utilization. arXiv preprint arXiv:2306.05064 (2023)
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Table 5: In-context examples for LHRS-Align caption generation.

System Message:
As an AI visual assistant, your task is to create a caption for a single image
presented to you. This image is accompanied by several key-value tags, each
providing speci�c details about it. Your goal is to synthesize these details
into a clear, concise description that encompasses all the features mentioned
in the key-value tags. The description should be diverse, re�ecting the variety
of attributes and elements present in the image. Finish this task as if you
are directly observing the image yourself, and craft a caption that naturally
integrates all the provided information. Remember, your description should
not explicitly reference the key-value pairs; instead, it should read as a seam-
less and direct observation of the image, capturing its essence in a �uent and
engaging manner.

In-Context Example:
User:
There are four tags contained in this image. Their keys and values are listed
below:\n1. Key: landuse, Value: residential\n2.Key: natural, Value: water;
Key: Water, Value: River\n3.Key: landuse, Value: commerical\n4.Key: lan-
duse, Value: farmland.
Assistant:
The image presents a varied landscape featuring a residential area, a river
representing natural water bodies, commercial zones with business or retail
establishments, and farmland used for agricultural purposes.
User:
There are four features in the images. Their keys and values are listed
below:\n1.Key: landuse, Value: residential\n2.Key:landuse, Value: farm-
land\n3.Key: landuse, Value: industrial\n4.Key:industrial, Value: factory;
Key: landuse, Value: industrial; Key: product, Value: bricks.
Assistant:
The image shows a varied landscape with a residential area, farmland, and an
industrial zone featuring a brick factory, illustrating a blend of community,
agriculture, and industry.

10. Driess, D., Xia, F., Sajjadi, M.S., Lynch, C., Chowdhery, A., Ichter, B., Wahid, A.,
Tompson, J., Vuong, Q., Yu, T., et al.: Palm-e: An embodied multimodal language
model. arXiv preprint arXiv:2303.03378 (2023)

11. Helber, P., Bischke, B., Dengel, A., Borth, D.: Eurosat: A novel dataset and deep
learning benchmark for land use and land cover classi�cation. IEEE Journal of
Selected Topics in Applied Earth Observations and Remote Sensing 12(7), 2217�
2226 (2019)

12. Ho�mann, J., Borgeaud, S., Mensch, A., Buchatskaya, E., Cai, T., Rutherford,
E., Casas, D.d.L., Hendricks, L.A., Welbl, J., Clark, A., et al.: Training compute-
optimal large language models. arXiv preprint arXiv:2203.15556 (2022)

13. Hu, Y., Yuan, J., Wen, C., Lu, X., Li, X.: Rsgpt: A remote sensing vision language
model and benchmark. arXiv preprint arXiv:2307.15266 (2023)

14. Kuckreja, K., Danish, M.S., Naseer, M., Das, A., Khan, S., Khan, F.S.:
Geochat: Grounded large vision-language model for remote sensing. arXiv preprint
arXiv:2311.15826 (2023)
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Table 6: In-context examples for caption generation from the public caption datasets.

System Message:
You are an AI visual assistant, and you are seeing a single image. What
you see are provided with �ve sentences, describing the same image you are
looking at. Answer all questions as you are seeing the image.
Design a conversation between you and a person asking about this photo.
The answers should be in a tone that a visual AI assistant is seeing the image
and answering the question. Ask diverse questions and give corresponding
answers.
Include questions asking about the visual content of the image, including
the object types, object actions, object locations, relative positions between
objects, etc. Only include questions that have de�nite answers:
(1) one can see the content in the image that the question asks about and
can answer con�dently;
(2) one can determine con�dently from the image that it is not in the image.
Do not ask any question that cannot be answered con�dently.

In-Context Example:
User:
There is a baseball �eld beside the green amusement park around the red
track.
A green baseball �eld adjacent to the playground and Red Square.
There is a long path in the �eld next to the red playground.
The green playground around the red runway is a baseball �eld.
The green baseball �eld is adjacent to the playground and the red playground.
Assistant:
Questions:
Please give a detailed description about this image.
Answer:
The image shows large, open �eld with a baseball diamond in the center. The
�eld i surrounded by trees, and there is a dirt path leading to the diamond.
The �eld is likely a sports �eld, possibly used for baseball or other outdoor
sports. The presence of the baseball diamond suggests that it is a baseball
�eld, but it could also be used for other sports like soccer or football.
Questions:
What is the color of the main object in this image?
Answer:
The amusement park and baseball �eld is green, whereas the playground is
depicted in red.
Questions: What does the image suggest about the function and superiority
about this image?
Answer:
The image captures the natural beauty of the area, with the trees providing
shade and the open �eld o�ering ample space for sports activities. The dirt
path leading to the diamond adds a rustic touch to the scene, creating a
picturesque and inviting environment for sports enthusiasts.

15. Kwon, W., Li, Z., Zhuang, S., Sheng, Y., Zheng, L., Yu, C.H., Gonzalez, J.E.,
Zhang, H., Stoica, I.: E�cient memory management for large language model serv-
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ing with pagedattention. In: Proceedings of the ACM SIGOPS 29th Symposium
on Operating Systems Principles (2023)

16. Li, C., Wong, C., Zhang, S., Usuyama, N., Liu, H., Yang, J., Naumann, T.,
Poon, H., Gao, J.: Llava-med: Training a large language-and-vision assistant for
biomedicine in one day. arXiv preprint arXiv:2306.00890 (2023)

17. Li, J., Li, D., Savarese, S., Hoi, S.: Blip-2: Bootstrapping language-image pre-
training with frozen image encoders and large language models. arXiv preprint
arXiv:2301.12597 (2023)

18. Lin, Z., Deng, C., Zhou, L., Zhang, T., Xu, Y., Xu, Y., He, Z., Shi, Y., Dai, B.,
Song, Y., et al.: Geogalactica: A scienti�c large language model in geoscience. arXiv
preprint arXiv:2401.00434 (2023)

19. Liu, F., Chen, D., Guan, Z., Zhou, X., Zhu, J., Zhou, J.: Remoteclip: A vision
language foundation model for remote sensing. arXiv preprint arXiv:2306.11029
(2023)

20. Lobry, S., Marcos, D., Murray, J., Tuia, D.: Rsvqa: Visual question answering
for remote sensing data. IEEE Transactions on Geoscience and Remote Sensing
58(12), 8555�8566 (2020)

21. Lu, X., Wang, B., Zheng, X., Li, X.: Exploring models and data for remote sensing
image caption generation. IEEE Transactions on Geoscience and Remote Sensing
56(4), 2183�2195 (2017)

22. Ma, Y., Cao, Y., Sun, J., Pavone, M., Xiao, C.: Dolphins: Multimodal language
model for driving. arXiv preprint arXiv:2312.00438 (2023)

23. Qu, B., Li, X., Tao, D., Lu, X.: Deep semantic understanding of high resolution
remote sensing image. In: 2016 International conference on computer, information
and telecommunication systems (Cits). pp. 1�5. IEEE (2016)

24. Radford, A., Kim, J.W., Hallacy, C., Ramesh, A., Goh, G., Agarwal, S., Sastry, G.,
Askell, A., Mishkin, P., Clark, J., et al.: Learning transferable visual models from
natural language supervision. In: International conference on machine learning. pp.
8748�8763. PMLR (2021)

25. Rajbhandari, S., Rasley, J., Ruwase, O., He, Y.: Zero: Memory optimizations to-
ward training trillion parameter models. In: SC20: International Conference for
High Performance Computing, Networking, Storage and Analysis. pp. 1�16. IEEE
(2020)

26. Singhal, K., Azizi, S., Tu, T., Mahdavi, S.S., Wei, J., Chung, H.W., Scales, N.,
Tanwani, A., Cole-Lewis, H., Pfohl, S., et al.: Large language models encode clinical
knowledge. Nature 620(7972), 172�180 (2023)

27. Singhal, K., Tu, T., Gottweis, J., Sayres, R., Wulczyn, E., Hou, L., Clark, K.,
Pfohl, S., Cole-Lewis, H., Neal, D., et al.: Towards expert-level medical question
answering with large language models. arXiv preprint arXiv:2305.09617 (2023)

28. Sun, Y., Feng, S., Li, X., Ye, Y., Kang, J., Huang, X.: Visual grounding in remote
sensing images. In: Proceedings of the 30th ACM International Conference on
Multimedia. pp. 404�412 (2022)

29. Thirunavukarasu, A.J., Ting, D.S.J., Elangovan, K., Gutierrez, L., Tan, T.F., Ting,
D.S.W.: Large language models in medicine. Nature Medicine 29(8), 1930�1940
(2023)

30. Touvron, H., Lavril, T., Izacard, G., Martinet, X., Lachaux, M.A., Lacroix, T.,
Rozière, B., Goyal, N., Hambro, E., Azhar, F., et al.: Llama: Open and e�cient
foundation language models. arXiv preprint arXiv:2302.13971 (2023)

31. Trautmann, D., Petrova, A., Schilder, F.: Legal prompt engineering for multilingual
legal judgement prediction. arXiv preprint arXiv:2212.02199 (2022)
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32. Wang, Z., Prabha, R., Huang, T., Wu, J., Rajagopal, R.: Skyscript: A large and
semantically diverse vision-language dataset for remote sensing. arXiv preprint
arXiv:2312.12856 (2023)

33. Workshop, B., Scao, T.L., Fan, A., Akiki, C., Pavlick, E., Ilić, S., Hesslow, D.,
Castagné, R., Luccioni, A.S., Yvon, F., et al.: Bloom: A 176b-parameter open-
access multilingual language model. arXiv preprint arXiv:2211.05100 (2022)

34. Wu, S., Irsoy, O., Lu, S., Dabravolski, V., Dredze, M., Gehrmann, S., Kambadur,
P., Rosenberg, D., Mann, G.: Bloomberggpt: A large language model for finance.
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Table 7: In-context examples for generating visual reasoning samples using GPT-4.

System Message:
You are an AI visual assistant that can analyze a single image. You receive one
sentence, describing the same image you are observing. In addition, specific object
locations and their attributes within the image are given, along with detailed coor-
dinates. These coordinates are in the form of bounding boxes, represented as (x1,
y1, x2, y2) with floating numbers ranging from 0 to 1. These values correspond to
the top left x, top left y, bottom right x, and bottom right y.
The task is to use the provided caption and bounding box information, create a
plausible question about the image, and provide the answer in detail.
Create complex questions beyond describing the scene. To answer such questions, one
should require first understanding the visual content, then based on the background
knowledge or reasoning, either explain why the things are happening that way, or
provide guides and help to user’s request. Make the question challenging by not
including the visual content details in the question so that the user needs to reason
about that first. Also include some relations about relative position, distance among
different objects.
Instead of directly mentioning the bounding box coordinates, utilize this data to
explain the scene using natural language. Include details like object counts, position
of the objects, relative position between the objects and their relations.
When using the information from the caption and coordinates, directly explain the
scene, and do not mention that the information source is the caption or the bounding
box. Always answer as if you are directly looking at the image.

In-Context Example:
User:
The image portrays a combination of different land uses and recreational areas,
including a stadium used for basketball, a marina, a beach, a grassland area, and a
parking lot with surface parking. Additionally, there is a harbor serving as a seamark
and a park for leisure purposes.
building: stadium,leisure:stadium,roof:shape:flat,sport:basketball -> [0.0, 0.249, 1.0,
0.757]
leisure:marina,seamark:type:harbour -> [0.777, 0.0, 1.0, 0.373]
natural:beach -> [0.137, 0.0, 0.792, 0.201]
natural:grassland -> [0.196, 0.903, 1.0, 0.956]
amenity:parking,parking:surface -> [0.561, 0.659, 0.956, 0.776]
leisure: park -> [0.0, 0.0, 1.0, 0.887]
Assistant:
Questions:
How do the diverse land uses and recreational facilities depicted in the image cater
to the varied interests and needs of the community, and what role does the layout
play in the functionality and aesthetic appeal of the area?
Answer:
The image’s diverse land uses cater to various interests with thoughtful placement:
the basketball stadium, centrally located, hosts sports and events; the marina and
beach, positioned to the north, offer water activities and relaxation; the grassland,
towards the south, provides open space for passive leisure. The nearby parking,
situated to the southeast, facilitates easy access, while the park, enveloping much of
the area, ties these elements together with greenery and walking paths. This strategic
layout balances activity and tranquility, effectively serving the community’s needs
and enhancing the area’s aesthetic and functional appeal.
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Table 8: In-context examples for generating detailed image descriptions using GPT-
4.

System Message:
You are an AI visual assistant with the capability to analyze complex images. For
this task, you will be given descriptions and precise object location data of a single
image. The image will be described through five distinct sentences, each providing a
unique perspective or detail about the same scene. Accompanying these descriptions
are specific object locations within the image, denoted by bounding box coordinates.
These coordinates are formatted as (x1, y1, x2, y2), where each value is a floating
number between 0 and 1, representing the proportions of the image’s dimensions.
The coordinates x1 and y1 refer to the top left corner of the bounding box, while
x2 and y2 refer to the bottom right corner.
Your task is to summarize the information from the sentences and the bounding box
data to create a rich, detailed description of the scene. In your description, focus on
the layout, the spatial relationships between objects, and any notable details that
the combination of textual descriptions and coordinate data reveals. Remember, the
goal is to paint a vivid picture of the scene as if you are observing it firsthand. Avoid
explicitly mentioning the source of your information, such as the specific sentences
or the bounding box coordinates. Instead, integrate this information seamlessly into
your natural language description, emphasizing the number of objects, their exact
positions, and how they relate to one another in the space.
Answer as if you’re guiding someone through the image, pointing out each element
and its significance in the overall scene. Your description should enable someone who
cannot see the image to visualize it as accurately and completely as possible.

In-Context Example:
User:
The image portrays a combination of different land uses and recreational areas,
including a stadium used for basketball, a marina, a beach, a grassland area, and a
parking lot with surface parking. Additionally, there is a harbor serving as a seamark
and a park for leisure purposes.
building: stadium,leisure:stadium,roof:shape:flat,sport:basketball -> [0.0, 0.249, 1.0,
0.757]
leisure:marina,seamark:type:harbour -> [0.777, 0.0, 1.0, 0.373]
natural:beach -> [0.137, 0.0, 0.792, 0.201]
natural:grassland -> [0.196, 0.903, 1.0, 0.956]
amenity:parking,parking:surface -> [0.561, 0.659, 0.956, 0.776]
leisure: park -> [0.0, 0.0, 1.0, 0.887]
Assistant:
Questions:
What are the key features and elements depicted in the urban landscape captured
in the image?
Answer:
The image depicts a vibrant urban landscape, harmoniously integrating various
recreational and natural elements. Dominating the scene is a large basketball sta-
dium with a flat roof, stretching from the top to nearly the bottom and spanning
the entire width, signifying its prominence. Adjacent to it, in the top right corner, is
a marina, hinting at a coastal setting. Just below the marina, a beach area extends
almost the full width of the image, highlighting its importance as a recreational spot.
At the very bottom, a narrow strip of grassland provides a natural contrast to the
urban environment. Centrally located in the lower middle part is a surface parking
lot, strategically placed for easy access to the surrounding facilities. Overlaying much
of the image is a leisure park, suggesting a large, open area designed for relaxation
and outdoor activities.
Together, these elements create a dynamic and multifunctional urban space, blending
sports, leisure, and nature.
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Table 9: In-context examples for generating multimodal conversations using GPT-4.

System Message: You are an AI visual assistant that can analyze a single image.
You receive one sentence, describing the same image you are observing. In addition,
specific object locations and their attributes within the image are given, along with
detailed coordinates. These coordinates are in the form of bounding boxes, repre-
sented as (x1, y1, x2, y2) with floating numbers ranging from 0 to 1. These values
correspond to the top left x, top left y, bottom right x, and bottom right y.
Your task is to engage in a conversation where you design questions and provide
answers about the visual content of the image. The questions should focus on object
count, position, relative distance, and other visual aspects, while the answers should
reflect direct observation as if you are viewing the image. Create questions that delve
into the visual details of the image by considering the types of objects present, their
actions, and their spatial relationships.
Provide answers as if you’re observing the image firsthand. For straightforward ques-
tions, give concise and accurate responses. For more complex inquiries, offer detailed
explanations or step-by-step reasoning to justify your answers.

In-Context Example:
User:
The image shows a mix of land uses, including a bus depot, industrial areas, con-
struction sites, brownfield land with parking aisles, meadows, retail spaces, and a
bus station as a public transport hub. The natural feature in the scene is scrub,
which is a type of vegetation.
depot:bus,landuse:depot -> [0.169, 0.0, 0.832, 1.0]
landuse:industrial -> [0.0, 0.717, 0.254, 0.86]
natural:scrub -> [0.0, 0.504, 0.314, 0.86]
landuse:construction -> [0.276, 0.02, 0.479, 0.254]
landuse:industrial -> [0.751, 0.1, 1.0, 0.67]
landuse:meadow -> [0.661, 0.864, 1.0, 1.0]
landuse:retail -> [0.687, 0.629, 1.0, 0.916]
Assistant:
Question: How many distinct industrial areas are there in the image, and where
are they located relative to the entire scene?
Answer: There are two distinct industrial areas. One is towards the bottom left
corner, extending up and to the right but not reaching the image’s center. The other
is towards the right side, stretching from near the bottom up to about two-thirds of
the height.
Question: What is the relative position of the bus depot to the construction site?
Answer: The bus depot is centrally located, running vertically almost across the
entire image height. The construction site is situated towards the upper left, over-
lapping with the lower part of the bus depot. It’s closer to the image’s top edge than
the bottom.
Question: Is there any natural vegetation, and if so, where is it located in relation
to the industrial areas?
Answer: Yes, natural vegetation identified as scrub is present towards the left side,
extending from near the middle to the bottom. It overlaps with the first industrial
area, indicating they are adjacent or possibly intermingled.
Question: Can you describe the distribution of land for retail and meadows?
Answer: The retail space is in the upper right quarter, not quite reaching the top
or rightmost edge. The meadow is also in the upper right but is situated higher and
further to the right than the retail space, with a clear separation between the two
areas indicating distinct zones for commerce and natural space.
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Table 10: Templates for constructing multi-task instruction dataset.

Classification:
Create a class label for the image from the following categories: {}.
Classify the image into the following categories: {}.
You have been provided with the following categories: {}.
Choose the best categories to describe the image from: {}.
Please suggest a suitable class name based on the provided class type for this image:
{}.
Assign a class label to the image from the available categories: {}.
Categorize the image into the subsequent groups: {}.
You are given the following categories to classify the image: {}.
Select the most fitting categories that define the image from: {}.
Please suggest a suitable class name based on the provided class type for this image:
{}.
Assign a class label to the image from the available categories: {}.
Categorize the image into the subsequent groups: {}.
You are given the following categories to classify the image: {}.

Visual Grounding:
Please output the coordinate of the following object: {}.
Kindly provide the position for the object mentioned below: {}.
I request the location for the object outlined here: {}.
Could you please share the placement of the object depicted: {}.
The details for the following object are needed: {}.
Please provide the dimensions corresponding to the following object: {}.
I require the spatial information of the object below: {}.
Kindly share the positional data for the object shown: {}.
The object’s placement information is necessary: {}.
Could you output the location of the object below: {}.
I need the position of the object mentioned: {}.
Share the placement of the object outlined here: {}.
Please provide the spatial data for the object depicted: {}.
I’m looking for details about the following object: {}.
Kindly provide the dimensions for the object shown: {}.
It’s important to have the spatial coordinates for the object: {}.

Table 11: Prompts for evaluation on each task.

Classification:
Choose the best categories describe the image from: {}.

LHRS-Bench:
Please answer the question based on the given choices:
Question: {}
Choice: {}
Answer:
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