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Abstract. 6D object pose estimation is crucial in the field of computer
vision. However, it suffers from a significant lack of large-scale and di-
verse datasets, impeding comprehensive model evaluation and curtailing
downstream applications. To address these issues, this paper introduces
Omni6DPose, a substantial benchmark featured by its diversity in ob-
ject categories, large scale, and variety in object materials. Omni6DPose
is divided into three main components: ROPE (Real 6D Object Pose Es-
timation Dataset), which includes 332K images annotated with over 1.5M
annotations across 581 instances in 149 categories; SOPE(Simulated
6D Object Pose Estimation Dataset), a simulated training set created
by mixed reality and physics-based depth simulation; and PAM(Pose
Aligned 3D Models), the manually aligned real scanned objects used
in ROPE and SOPE. Omni6DPose is inherently challenging due to the
substantial variations and ambiguities. To address this issue, we intro-
duce GenPose++, an enhanced version of the SOTA category-level 6D
object pose estimation framework, incorporating two pivotal improve-
ments: Semantic-aware feature extraction and Clustering-based aggrega-
tion. Moreover, we provide a comprehensive benchmarking analysis to
evaluate the performance of previous methods on this new large-scale
dataset in the realms of 6D object pose estimation and pose tracking.
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1 Introduction
6D object pose estimation [16,28,45] and pose tracking [15,21] from single images
is an essential task in computer vision, holding immense potential for applica-
tions in robotics [1] and augmented reality/virtual reality (AR/VR) [19]. Over
recent decades, the domain has experienced significant advancements, primarily
dominated by data-driven learning approaches. Analogous to the pivotal role of
data in learning-based 2D foundation tasks, high-quality, comprehensive datasets
are paramount in the context of 6D object pose estimation and tracking.
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Fig. 1: We introduce Omni6DPose for universal 6D object pose estimation and track-
ing, which comprises three key components: (1) ROPE (right), a large-scale real-world
dataset for evaluation. (2) SOPE (left), a vast synthetic dataset generated through
mixed reality and physics-based simulation for training. (3) PAM (center), a collection
of pose-aligned 3D object models. Omni6DPose is featured by its diversity in object
categories, large scale, and variety in object materials.

Today 6D object pose estimation is studied under two lenses: instance-level
and category-level. In instance-level settings, datasets such as Linemod [10],
YCB-Video [36], and T-LESS [11] have gained widespread acceptance as bench-
marks. These datasets are distinguished by their focus on detailed, individual
object instances, thereby enabling algorithms to precisely learn and predict the
poses of specific items. On the other hand, category-level pose estimation em-
phasizes generalization across different items within a particular object category.
The NOCS [28] dataset stands out as the most widely used in the category-level
object pose estimation field, providing a simulated dataset for training and a
small-scale real-world dataset for evaluation. Despite their contributions to ad-
vancing the field, these datasets present limitations due to their small scale in
terms of instances or categories. This results in two significant challenges:

1. It hampers comprehensive evaluation of different models’ performance, lim-
iting the development of research in this field.

2. It restricts the applicability of research findings across diverse domains, due
to the limited variety of object instances or categories represented.

To address the aforementioned challenges and drive advancements in this
field, this paper introduces Omni6DPose, a universal 6D object pose estima-
tion dataset featured by its diversity in object categories, large scale, and variety
in object materials. Omni6DPose is segmented into three principal components:
(1) ROPE (Real 6D Object Pose Estimation Dataset), which encompasses 332K
images annotated with over 1.5M annotations across 581 instances in 149 cat-
egories; (2) SOPE (Simulated 6D Object Pose Estimation Dataset), compris-
ing 475K images generated in a mixed reality setting with depth simulation,
furnished with over 5M annotations spanning 4162 instances in the same 149
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