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Fig. 1: Performance overview of the proposed method in image customization: (a)
We enable the generation of any subject depicted in the reference image within the
designated image region to be edited. Additionally, it allows for modifying the subject’s
attributes based on the user’s prompts. (b) The versatility: our method can extend
to scenarios involving multiple subjects from different reference images and multiple
regions to be edited. (c) Cross-domain customization: we can transform the subject in
the reference image into a different domain, such as converting it into a cartoon style.

Abstract. Despite significant advancements in image customization with
diffusion models, current methods still have several limitations: 1) un-
intended changes in non-target areas when regenerating the entire im-
age; 2) guidance solely by a reference image or text descriptions; and 3)
time-consuming fine-tuning, which limits their practical application. In
response, we introduce a tuning-free framework for simultaneous text-
image-guided image customization, enabling precise editing of specific
image regions within seconds. Our approach preserves the semantic fea-
tures of the reference image subject while allowing modification of de-
tailed attributes based on text descriptions. To achieve this, we propose
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an innovative attention blending strategy that blends self-attention fea-
tures in the UNet decoder during the denoising process. To our knowl-
edge, this is the first tuning-free method that concurrently utilizes text
and image guidance for image customization in specific regions. Our ap-
proach outperforms previous methods in both human and quantitative
evaluations, providing an efficient solution for various practical applica-
tions, such as image synthesis, design, and creative photography. Project
page: https://zrealli.github.io/TIGIC.

Keywords: image editing · image customization · diffusion model

1 Introduction

Recently, with the continuous development of diffusion models [13,31,36], there
have been significant advancements in customized image generation. Given dif-
ferent text prompts, large-scale diffusion models such as Stable Diffusion [31]
have demonstrated the ability to generate high-quality images that align with
specific text prompts. Based on Stable Diffusion, ControlNet [45] presents a more
fancy manner to generate images according to the conditions of text description,
sketch, pose, etc. However, methods like ControlNet re-generate the entire im-
age according to the conditions, which always causes unintended changes in
non-target regions. In some cases, people may only want to edit a certain region
of the image. Moreover, existing methods [5,28] heavily rely on text description
for editing, which may not always capture the desired image modifications ac-
curately even when utilizing long sentences. If given a reference image, such a
kind of information misalignment can be well-tamed. Therefore, in this paper,
we are addressing the need for image customization at specified region(s) with
concurrent guidance of image and text.

Despite the demand, previous methods have not adequately explored the po-
tential of using both text and images to drive image generation simultaneously.
For instance, Paint-by-example [42] trains a diffusion model conditioned on im-
ages, using them as templates to generate specific features in selected areas of
the target image. AnyDoor [9] utilizes an ID extractor to obtain ID tokens from
reference images to generate subjects with consistent features. However, replac-
ing the text embeddings with optimized image embeddings in these methods
prevents pre-trained diffusion models from retaining their text-driven generative
ability, which hinders the following more detailed attribute editing on target sub-
jects. On the other hand, text-only driven approaches like BLD use text prompts
to generate new subjects in selected local areas. MasaCtrl [5] and Null-text In-
version [28] use the text prompts to edit the attributions of existing foreground
or background. While text-only driven methods retain text-editing capabilities,
they are unable to generate specific new subjects based on reference images with
unseen attributes.

Furthermore, many existing methods involve time-consuming dataset pro-
cessing and training phases, as seen in Paint-by-example [42] and AnyDoor [9].
Null-text Inversion [28] requires tuning the unconditional text embedding in
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class-free guidance branch. Although MasaCtrl [5] is implemented without tun-
ing, its editing ability is quite limited to the subjects that have been trained in
Stable Diffusion. Time efficiency is an important consideration for the scalability
of the image customization method.

To address the above issues, we propose a tuning-free framework for simulta-
neous text-image-driven image customization, which allows users to accurately
edit the specific region(s) of an image within seconds under the guidance of ref-
erence images and text descriptions, as illustrated in Fig. 1. In the proposed
framework, the content to be generated in the target region is controlled by the
reference image, and the attributions of the content are edited by the text. To
preserve the feature of the subject in the reference image, we create a collage
by aligning the segmentation of the reference subject to the target region in
the image to be edited. The collage is then inverted with DPM-Solver++ other
than DDIM to obtain latent codes as the initial noise samples for the diffusion
process. Next, a three-stream denoising structure is proposed for customization.
The latent code with a null prompt is utilized for image reconstruction. The
latent code with text prompt is used for reference subject editing. To keep the
edited subject in harmony with the image to be edited, another latent code uti-
lized for generating the edited image is attained by filling random Gaussian noise
between the reference subject area and non-target area in the latent code. The
customization is achieved by a self-attention blending strategy which blends the
features in reconstruction and text editing streams with target image generation
stream. Since the interaction among the text, the reference image and the image
to be edited is limited in the target region, our method can avoid the unintended
changes in non-target area and attain precise subject attribute editing.

To our knowledge, this is the first tuning-free method that concurrently uti-
lizes text and image guidance for specific region image customization. As shown
in Fig. 1, our approach exhibits significant value for applications. In summary,
our work makes the following contributions:

– We propose a tuning-free image customization framework, enabling content
manipulation in the given region(s) of an image according to user-provided
example images and text descriptions.

– We propose a self-attention blending strategy for content customization,
which addresses the issue of unintended changes in non-target area in previ-
ous image editing methods and achieves precise editing of specific attributes.

– Our method outperforms previous approaches in human and quantitative
evaluations, providing an efficient solution for numerous practical applica-
tions such as image synthesis, design, and creative photography.

2 Related Work

Image Editing Guided by Text/Image. With the development of diffusion mod-
els [30, 31, 35], image editing and generation have grown rapidly. Most previous
methods [4,7,11,14,17,22,22,27] use either text descriptions or a reference image
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Fig. 2: The pipeline of the proposed method. Our method uses text descriptions T
and the reference image Ir as guidance to customize the target region(s) of the image
to be edited in a tuning-free manner. We employ blended self-attention instead of
original self-attention injection throughout the denoising process, which allows us to
retain (i) the generated subject features while achieving (ii) the text-driven capability
for attributes modification.

to guide image editing. Some methods [17,27,28, 38] focus on global editing us-
ing text descriptions, with SDEdit [27] achieving editability by adding moderate
noise. P2P [17] and PnP [38] employ cross-attention or self-attention mecha-
nisms for global image editing, while Null-text Inversion [28] explores better
reconstruction results during the inversion process to improve image editing.
Another category of methods [2, 3, 40, 42] concentrates on local image editing.
Blended Diffusion [3] and Blended Latent Diffusion [2] use mask to create a
blend denoising step during editing, while DiffEdit [11] can automatically gen-
erate masks during the diffusion process to achieve local editing. In contrast to
the text-based approaches, Paint-by-example [42] trains an image-conditioned
diffusion model, and AnyDoor [9] uses an ID extractor for image-driven image
editing. Although these works have achieved impressive results, they can only
edit images based on either text or an image and learn coarse semantic infor-
mation to generate low-fidelity images. Our method achieves high-fidelity image
generation driven by both text and image.

Training for Image Customization. Subject-driven image editing focuses on gen-
erating content consistent with subject features in scene images. Some past cus-
tomization methods [14–16,20,21,33,39] required significant time and computa-
tional resources to fit new concept features. Dreambooth [33] fine-tunes diffusion
models using a set of subject images, Textual Inversion employs optimized text
embeddings to represent new subjects, HiPer [15] explores a set of personalized
tokens to represent new subjects, and CustomDiffusion [21] captures multiple
concepts simultaneously by learning new text embeddings and fine-tuning cross-
attention. Break-A-Scene [1] can effectively learn multiple subject features. Some
works [8, 9, 19] have explored using the large-scale datasets for pre-training to
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achieve customization without fine-tuning. Although these methods can gen-
erate high-quality images, the time-consuming training phase limits their use.
Training-free image generation and editing of specific subject areas remain in
the exploratory stage.

Image Composition. Image composition is widely applied in various downstream
tasks. A common practice in image processing is to stitch two different photos
together, with many methods [12, 18, 24, 37, 41, 43, 44]focusing on image harmo-
nization to make images more realistic. These methods can generally be divided
into several categories, including object placement, image blending [37,43], har-
monization [10,12], and shadow generation [18]. However, these methods struggle
to change the original layout and content of the image, making the generation
of images that conform to real human visual perception challenging. In this pa-
per, we consider their feature preservation capabilities and leverage the powerful
generation capabilities of diffusion models to drive the generation of realistic and
harmonious images with consistent lighting and environmental features.

3 Method

The pipeline of our method is illustrated in Fig. 2. Given an image I to be edited
and the target region(s) R that needs edition, our goal is to synthesize an image
Ie that not only has the subject in the reference image(s) Ir but also satisfies
the description of text T in a tuning-free manner. The text T is utilized for
controlling the attributes of the customized subject in R. This is a challenging
task due to the following issues: (1) maintaining consistency in the non-target
region between I and Ie; (2) ensuring semantic coherence between the generated
subject and the reference subject in the target region; (3) accurately controlling
the attributes of the generated subject without changing the other part according
to the text description; and (4) seamlessly integrating the generated subject in
R with the non-target region content in Ie.

3.1 Image Guidance Injection and Inversion

To retain semantic consistency, previous methods [9, 42] often encode reference
image Ir using a pre-trained visual encoder. However, such a kind of approach
can hardly preserve the details of the reference subject Sr in Ir. Different from
these methods, we find that the pixels of Sr contain sufficient information to keep
the generated content consistent in both semantic-level and detail-level such as
texture, shape and pose. Therefore, we directly utilize the pixels of Sr into the
target region R for image inversion.

To achieve aforementioned goal (1) and (2), a precise inversion process is
required. The mainstream DDIM [36] inversion effectively transforms an image
into a latent representation which can successfully reconstruct the input image.
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Fig. 3: Reconstruction results. The first row shows the initial images used for inver-
sion, the second row represents the image reconstruction results from DDIM [36], and
the third row shows our reconstruction results. DDIM’s results may distort when the
object’s material, lighting, or additional objects in the image are artificially altered.
In contrast, our method consistently generates high-quality reconstructions, a critical
aspect for image editing.

However, as depicted in Fig. 3, due to differences in factors such as lighting envi-
ronments between Sr and I, the collage using conventional DDIM inversion per-
forms less favorably compared to the real image. Inspired by [26], which demon-
strated that utilizing high-order ODE solvers for diffusion inversion produces
superior latent representations, we employ the advanced DPM-Solver++ [25] to
promote the inversion quality of the collage. As shown in Fig. 3, our approach
achieves more accurate reconstruction than DDIM [36] inversion. Therefore, in
this paper, we choose to apply it to the inversion process of the diffusion model.
The latent code of the collage is denoted as z.

Furthermore, for the goal (4), i.e. the harmony between the generated subject
and the non-target region in Ie, interaction between the reference subject in R
and non-target area is required. To achieve this, we fill random Gaussian noise
between the reference subject and non-target area in z and attain a new latent
code ze to generate the final customized image. ze can be formulated as

ze = M ⊙ ε+ (1−M)⊙ z (1)

where ε ∼ N(0, I) is the Gaussian noise. M denotes the mask to generate the
region between reference subject and non-target area in the collage, as shown in
Fig. 2.
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Algorithm 1: Proposed Method
1 Input: A scene image Is, a reference image Ir, a target prompt Ptg, a null

prompt Pnull, the random Gaussian noise N , the mask M .
2 Output: The edited image Ie corresponding to Ptg.

1: If = FeatureFusion(Is, Ir), zf0 = Encoder(If )

2: zfT ← ...← Inversion
(
zf0 , Pnull

)
3: zpT ← ...← Inversion

(
zf0 , Ptg

)
4: zeT = FusionLatent(zfT , N,M)
5: for t = T, T − 1, ..., 1 do
6: zft−1, fn ← ϵ̂θ

(
zft , t, Pnull

)
7: zpt−1, fp ← ϵ̂θ (z

p
t , t, Ptg)

8: zet−1, fe ← ϵ̂θ (z
e
t , t, Ptg)

9: zet−1 ← zet−1 ·M + zft−1 · (1−M)
10: fBD ← BLEND(fe, fp, fn)
11: zet−1 ← ϵ̂θ (z

e
t , P, t; fBD) ,

12: end for
Return Ie = Decoder(ze0)

3.2 Customization with Self-Attention Blending

To edit the attributes of generated content in target region R, the self-attention
block in the U-Net [32] structure of the diffusion model provides a plug-and-
play feature that can be seamlessly integrated into specific layers for content
customization. In self-attention block, the intermediate features f from the pre-
vious layer l − 1 are projected into queries Q, keys K, and values V , and the
output of the self-attention block can be formulated as:

Q = f l−1
t Wq

l , K = f l−1
t Wk

l , V = f l−1
t Wv

l , (2)

Al
t = Softmax

(
Ql

tK
lT

t /
√
d
)
, (3)

f l
t = Al

tV
l
t (4)

where A is the attention map. The attention map contains rich structural and
content information. Manipulation in self-attention layers requires no additional
optimization, allowing users to achieve image recreation within seconds effort-
lessly.

Specifically, as illustrated in Fig. 2, we utilize a three-stream architecture
to execute the self-attention blending. Given an input image, we first obtain
the latent representation zn of the collage after feature inversion. Subsequently,
at each time step t, we pass the latent code z to a denoising U-Net using the
null and target text descriptions, respectively. The output feature of the self-
attention block in these two streams are fn and fp. Similarly, fe can be achieved
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Fig. 4: Semantic information contained in different denoising steps. We observe that
the layout is mainly formed in the early denoising process, while the generation of
semantic information primarily begins in the latter stages. DINO [6] score can reflect
the richness of semantic information. Therefore, we perform the attention enhancement
at this stage.

from ze stream. fn from the reconstruction stream helps retain the information
of non-target region. fp from the text-driven stream provides the information for
attribute editing. fe offers diversity with additional Gaussian noise for the inter-
action between the generated subject and the non-target area. We then blend the
self-attention, denoted as fBD, using the most straightforward weighted average,
as show in Eq. 5.

fBD =

αfe + βfp + γfn if t ∈ (τaT, τbT )
1
2 (fe + fp) if t > τbT
fe otherwise

(5)

where α + β + γ = 1. This core operation maintains semantic information con-
sistency while enabling text guided capabilities. Finally, we inject fBD during
the specific denoising steps of zet :

zet−1 = ϵ̂θ (z
e
t , P, t; fBD) , (6)

where ϵ̂θ represents the modified denoising step with fBD. Therefore, in time
step t− 1, the self-attention block is calculated using fBD.

Qt−1 = fBDWq, Kt−1 = fBDWk, Vt−1 = fBDWv, (7)

Blended Enhancement While the proposed blending self-attention manipula-
tion simply but effectively integrates target semantic information into the im-
age structure, it can still result in inaccurate edition in output image and the
unintended content. We believe this issue stems from the overfitting of global
semantic information. Given that there’s ample semantic information in the late
diffusion denoising stages, further injection of blended self-attention may lead to
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Fig. 5: Qualitative comparison with existing state-of-the-art methods. PBE [42] and
AnyDoor [9] are methods guided only by images, while BLD [2] uses text as the only
guidance. To evaluate the efficiency of our method, we set up an additional group of
two-step methods, including first using image stitching and harmonization followed by
text guided image editing (DCCF [41] + IP2P [4], MasaCtrl [5]) and another method
involving editing first and then harmonizing (IP2P [4] + DCCF [41]). These methods
can only focus on text or image, global or local editing. Our method outperforms all
these methods and overcomes their limitations, achieving text and image guided local
editing and generation.

more artifacts. To address this, we establish a threshold to determine when to
cease injecting blended self-attention during the denoising steps.

We draw inspiration from [47] that the diffusion model denoising U-Net gen-
erates images in the order of "layout → content → material/style. Specifically,
only at a specific time step (τa, τb), we pass the latent representations fp

t and fn
t

to the denoising U-Net of zeT , as shown in the first row of eq. 5. When time step
t larger than τbT , we only blend the fp

t with fe
t to inject more information from

the text-guided stream for better attributes modification in the target region,
as shown in second row of eq. 5. For early stage before τaT , we don’t apply
any blending to avoid affecting the layout generation. This enhancement strat-
egy effectively corrects the inaccuracy of semantic information in target region,
improving the overall quality of text-image-guided editing in the final output.

To determine the appropriate threshold range for parameters τa and τb, we
conduct an analysis of the generated images and observe that altering semantic
information at early or late stages can deteriorate the final results. As shown
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Algorithm 2: BLEND
1 Input: fe, fp, fn.

1: if t > τaT and t < τbT
then fBD ← αfe + βfp + γfn

else if t > τbT then fBD ← 1
2
(fe + fp) else fBD ← fe

Return fBD

in Fig. 4, for our denoising process, semantic information (quantitatively repre-
sented by DINO score) appears infrequently between (0, 0.5 × T ), and rapidly
increases starting at (0.5 × T , 0.8 × T ). In the next section, we conduct de-
tailed experimental analysis on the two thresholds. The whole framework of our
algorithm is illustrated in Alg. 1. The BLEND function is illustrated in Alg. 2.

4 Experiments

4.1 Experimental Setup

Benchmarks Since there is no existing dataset to evaluate specified region cus-
tomization with both text and image inputs, we collect a dataset comprising
3000 images for quantitative evaluation. The sample images in this dataset span
30 categories from DreamBooth [34], including 21 objects and nine living sub-
jects. We select ten representative scenes from the COCO dataset [23], covering
indoor and outdoor environments, and provided corresponding bounding box in-
formation. Subsequently, we generate ten sets of text for attribute modification
and applied them to scenes across all categories. We provide more details in the
supplementary material.

Evaluation metrics Our approach employs a dual-driven mechanism using both
images and text, necessitating evaluation from both textual and visual perspec-
tives. Our metrics is same as Dreambooth [34], prioritize subject fidelity. This
involves ensuring that the generated images maintain consistency with the refer-
ence subject’s features. To achieve this, we utilize CLIP-I and DINO [6] metrics
to calculate the similarity of subject features within the edited regions. The
second metric assesses the consistency between the edited regions and textual
descriptions. Furthermore, we employ the CLIP-T metric to measure the cosine
similarity between text prompts and CLIP [29] embeddings. Additionally, we
conduct user studies to comprehensively evaluate the feasibility of our approach.

4.2 Comparison with Previous Works

Single-driven method As shown in Fig. 5, we present the generated results of the
currently outstanding single-driven methods. The Paint-by-example [42] utilizes
example images as references to generate images in the selected regions of the
scene image, matching the features of the example image. However, it can only
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Table 1: Quantitative comparison of different methods. We report three scores:
DINO [6] score, CLIP-I, and CLIP-T, which are used to comprehensively evaluate
the similarity of subject features and the matching degree of text descriptions. Our
method achieves the best scores on all three metrics.

Method DINO ↑ CLIP-I ↑ CLIP-T ↑

Paint-by-example [42] 15.26 66.94 20.62
Stable Diffusion Inpainting [31] 14.43 62.17 21.04
Blended Latent Diffusion [2] 17.17 63.21 21.14
Ours 51.18 78.08 26.86

Table 2: Quantitative comparison of different methods. Left: Text-driven capabilities.
Right: single-driven comparisons.

Method CLIP-T ↑

Paint-by-example [42] 20.62
Anydoor [9] 21.22
Ours 26.86

Method DINO ↑ CLIP-I ↑

Paint-by-example [42] 15.26 66.94
Anydoor [9] 59.19 78.92
Ours 62.88 80.28

learn coarse semantic information and fails to capture the features that best
reflect the details of the subject. Based on text descriptions, Blended Latent
Diffusion [2] can generate corresponding images in the target area. We input as
detailed text descriptions as possible, but due to the limited training samples
of diffusion models, they can only generate rough object categories. In contrast,
our method produces subject features highly consistent with both the exam-
ple image and text descriptions. We provide a quantitative evaluation of these
methods in Tab. 1. We also include quantitative comparisons with Anydoor in
Tab. 2. It’s important to highlight that our method excels in retaining text-driven
capabilities, while Anydoor falls short in this aspect, relying solely on reference
images. Furthermore, Anydoor requires the collection of 14 datasets and involves
significant training time compared to our effective tuning-free method.

Two-steps method Due to the absence of a one-step, dual-driven generation
method capable of simultaneously incorporating both text and images, we adopt
a two-step generation strategy for comparison. The first strategy involves seg-
menting the subject and seamlessly integrating it into the scene image. This is
achieved using the harmonization algorithm DCCF [41] and the text-driven im-
age editing algorithm IP2P [4], resulting in the outcomes (DCCF [41] + IP2P [4],
DCCF [41] + MasaCtrl [5]). The second strategy entails editing the example im-
age first and then proceeding with integration and harmonization (IP2P [4] +
DCCF [41]). These methods require intricate procedures and face challenges in
achieving harmonious interactions between the background and subject. In con-
trast, our approach accomplishes the task in a single operation and generates
higher-quality images.
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Table 3: Quantitative comparison of reconstruction results. We reconstruct a higher
quality image compared to DDIM [36].

Method MAE ↓ LPIPS ↓ SSIM ↑

DDIM 0.128 0.472 0.697
Ours 0.041 0.106 0.806

Table 4: Quantitative ablation studies on the core components of our method. The
values of α and β represent the different order of attention blending processes, resulting
in different weights.

Method DINO ↑ CLIP-I ↑ CLIP-T ↑

Baseline 32.30 73.88 25.93
+ Blended Self-attention 50.43 77.73 26.16
+ Enhancement(α = 1/4, β = 1/4) 50.71 77.93 26.44
+ Enhancement(α = 1/3 , β = 1/3) 47.90 77.75 26.35
+ Enhancement(α = 1/4 , β = 1/2) 51.18 78.08 26.86
Blended → (0, T ) 47.32 75.96 24.97
Enhancement → (0, T ) 39.08 74.37 24.85
Enhancement → (0, T/2) 50.34 77.80 26.31

User Study We conduct an user study to compare our work in detail with
previous methods. We select six methods for evaluation, including Paint-by-
example [42], Belended Latent Diffusion [2], DCCF [41] + IP2P [4], IP2P [4] +
DCCF [41], and DCCF [41] + Masactrl [5]. For each method, we generate 20
groups from 120 different images. Each set of images included additional scene
images, text descriptions, and example images. Clear rules are established for
evaluating fidelity, quality, and text alignment, with scores ranging from 1 to 5,
representing the worst to the best. Fidelity is designed to evaluate the similarity
of image features, quality to judge the harmony of images, and text alignment
to evaluate whether the generated subjects within the region matched the text
descriptions. We collected a total of 2513 valid answers. As shown in Tab. 5, our
method achieves outstanding scores on all metrics.

4.3 Ablation Studies

We conduct an extensive ablation study to validate the effectiveness of our de-
signed core components.

Inversion. Firstly, we verify the effectiveness of the DPM-Solver++ [25] solver
in inversion inharmonious lighting images after feature fusion. In comparison
to the DDIM [36] method, our approach demonstrates superior performance.
We employ 300 sets of scene images with different subjects for validation, as
illustrated in Fig. 3 and Tab. 3, DDIM [36] exhibits varying degrees of image
distortion due to significant differences between the pasted subject and the orig-
inal image. Experimental results show that our method outperforms DDIM [36]
significantly in metrics such as MAE, LPIPS [46], and SSIM, designed to assess
image generation quality.
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Table 5: Result of user study. Our method achieves the highest scores.

Method Fidelity ↑ Quality ↑ Text alignment ↑

Paint-by-example [42] 3.46 3.49 2.88
Blended Latent Diffusion [2] 2.93 3.55 3.88
DCCF [41] + IP2P [4] 3.63 3.55 3.88
IP2P [4] + DCCF [41] 3.91 3.31 4.11
MasaCtrl [5] 2.33 2.34 2.52
Ours 4.02 3.93 4.28

A photo of a sloth 
plushie corgi

A photo of a lego block 
monster toy

Example image

Scene image

(a) Baseline (b) + Blended SA (c) + Enhancement

(d) Blended SA in (0, T) (e) Enhancement in (0, T) (f) Enhancement in (0, T/2)

(a) Baseline (b) + Blended SA (c) + Enhancement

(d) Blended SA in (0, T) (e) Enhancement in (0, T) (f) Enhancement in (0, T/2)

Example image

Scene image

Fig. 6: Ablation studies of each components. (a) is the baseline with only inversion
performed. (b) represents the blended self-attention method, while (c) adds the en-
hancement strategy. (d), (e) and (f) show the results with different threshold values.

Blended self-attention. As shown in Tab. 4, we conduct comprehensive ablation
experiments on the blended self-attention method to validate its effectiveness.
(a) Baseline: No attention injected, only inversion performed. (b) Integration of
blended attention. (c) Integration of blended enhancement strategy. (d) Setting
the threshold of blended attention to 1. (e) Setting the threshold of enhance-
ment strategy to (0, 1). (f) Setting the threshold of the enhancement strategy
to (0, 0.5). In Fig. 6, we also provide visual results of generated images un-
der different settings. These results strongly support the effectiveness of our
blended self-attention method. By applying blended self-attention and enhance-
ment strategies, our approach achieves a significant improvement.

5 Application

Creative photography Post-production in photography is crucial, and inserting
or editing objects in photos has excellent potential. Relying on traditional im-
age processing software like Photoshop requires significant time to adjust the
attributes of inserted objects to make them harmonious with the environment.
Fig. 1 (a) and (b) show that our method can achieve text and example image
dual-driven post-production within seconds.

Graphic design As shown in Fig. 7, we demonstrate that our method can provide
strong support for many creative design applications, such as interior design,
poster design, and more.
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Design 
elements

Scene

Creative design, interior design

Poster design, 3D cross-domain design

Design elements

Fig. 7: Some creative applications. As shown in the first row, given an indoor scene and
a collection of materials, our method can edit the interior decorations and furnishings
using reference subjects from the material library. Our method can also be applied to
cross-domain graphic design creations, as shown in the second column, where cartoon
characters are generated directly in real-world scenes.

A photo of a jumping corgi A photo of a sitting corgi A photo of a walking corgi A photo of a jumping corgi

Fig. 8: Non-rigid and perspective editing may sometimes loss the subject features.

6 Limitations

Our method employs a simple yet effective hybrid strategy that maintains the
subject’s characteristics while possessing text-driven capabilities. However, due
to self-attention blending mechanism without tuning, as other tuning-free meth-
ods, generating images from multiple perspectives is still challenging. As shown
in Fig. 8, editing non-rigid motion can also result in losing subject features. This
issue has long troubled the field and urgently needs to be addressed.

7 Conclusion

We introduce a novel tuning-free framework for image customization that effec-
tively leverages both text prompts and reference images. Our innovative blended
self-attention strategy ensures precise editing while enabling us to maintain gen-
erated subject features and simultaneously achieve text-driven capability. As a
pioneering approach in this domain, it demonstrates superior performance in
evaluations and provides an efficient, versatile solution for a wide range of prac-
tical applications.
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