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Abstract. Hallucination has been a major problem for large language
models and remains a critical challenge when it comes to multimodality
in which vision-language models (VLMs) have to deal with not just tex-
tual but also visual inputs. Despite rapid progress in VLMs, resources
for evaluating and addressing multimodal hallucination are limited and
mostly focused on evaluation. This work introduces HaloQuest, a novel
visual question answering dataset that captures various aspects of multi-
modal hallucination such as false premises, insufficient contexts, and vi-
sual challenges. A novel idea from HaloQuest is to leverage synthetic im-
ages, apart from real ones, to enable dataset creation at scale. With over
7.7K examples spanning across a wide variety of categories, HaloQuest
was designed to be both a challenging benchmark for VLMs and a fine-
tuning dataset for advancing multimodal reasoning. Our experiments re-
veal that current models struggle with HaloQuest, with all open-source
VLMs achieving below 36% accuracy. On the other hand, fine-tuning on
HaloQuest significantly reduces hallucination rates while preserving per-
formance on standard reasoning tasks. Our results discover that bench-
marking with generated images is highly correlated (r = 0.97) with real
images. Last but not least, we propose a novel Auto-Eval mechanism that
is highly correlated with human raters (r = 0.99) for evaluating VLMs.
In sum, this work makes concrete strides towards understanding, eval-
uating, and mitigating hallucination in VLMs, serving as an important
step towards more reliable multimodal AI systems in the future.
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1 Introduction

Hallucination, the generation of factually incorrect or inconsistent information,
poses a critical challenge for the reliability of vision-language models (VLMs)
[7, 13, 29, 40]. Hallucination in these systems can result from visual misinterpre-
tations [24,32,49], misaligned language understanding [12], or the generation of
⋆ Code and data at: https://github.com/google/haloquest.
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responses unsupported by either modality [27]. This issue is particularly concern-
ing as VLMs find increasing use in real-world applications where inaccurate infor-
mation can have harmful consequences, such as in autonomous vehicles [14,34,37]
or medical diagnosis [3,47,50]. Research into mitigating hallucination is hindered
by limited image datasets, a lack of comprehensive evaluation systems targeting
a variety of hallucination triggers, and the difficulty of open-ended evaluation
for complex visual question answering tasks [9, 16,21,27,46,57].

To address these limitations, this work introduces HaloQuest, a novel visual
question answering (VQA) dataset comprised of both real and synthetically gen-
erated images. By leveraging prompt-based image generation, HaloQuest over-
comes the constraints of traditional datasets, allowing for the creation of images
from various categories, including highly unusual and abstract visual scenes. The
dataset includes questions spanning three categories designed to trigger common
hallucination scenarios: questions with false premises, questions lacking sufficient
context for accurate interpretation, and questions that are otherwise challenging
to answer correctly. This focus, coupled with a machine-human-in-the-loop data
generation pipeline, enables the collection of challenging examples that target
specific weaknesses in current VLM models.

Experiments with HaloQuest demonstrate that modern VLMs struggle to
handle these complex visual scenes and question types, highlighting a significant
gap between current capabilities and real-world requirements. Importantly, fine-
tuning these models on HaloQuest reduces hallucination rates while preserving
their performance on standard reasoning tasks. This establishes HaloQuest as a
valuable benchmark for VLM hallucination research, enabling the development
of more robust models.

This study underscores the potential of synthetic images to enhance visual-
language understanding evaluation. Existing image-text datasets are primarily
sourced from MS-COCO and Flickr and exhibit limited image diversity [26].
Utilizing prompt-based synthetic images circumvents this constraint, offering a
cost-effective and scalable solution. Notably, these synthetic images can encom-
pass diverse visual scenarios, including unusual, complex, and abstract scenes
rarely found in real-world datasets. The increasing quality and real-world adop-
tion of prompt-based synthetic images, particularly in advertising and design,
necessitates robust model evaluation against potential hallucinations. By over-
coming the reliance on limited real-world image datasets, HaloQuest paves the
way for the design of more comprehensive and challenging evaluation suites.

Standard evaluation approaches often rely on multiple-choice or finite vocab-
ulary answers [4,10,33,44,60]. This limits the model’s ability to express nuanced
or complex responses, failing to fully mirror real-world scenarios. Furthermore,
accurately evaluating extended, hallucinated predictions is particularly difficult.
Consequently, previous studies on hallucination evaluation have relied on meth-
ods like manual assessment [12, 16], counting hallucinated objects [24], using
conventional caption evaluation metrics [32], or restricting response formats [27].
These approaches cannot capture a model’s full ability to generate coherent, de-
tailed, and contextually appropriate responses. They are especially impractical
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when evaluating complex hallucinations arising from generated visual scenarios.
To address this limitation, this work employs an Automatic Evaluation (Auto-
Eval) mechanism where a language model assesses the VLM’s responses [38]. This
Auto-Eval system allows for nuanced, open-ended evaluation of model responses
and provides a dynamic system that can adapt alongside future advancements.

In sum, this work makes several contributions to the field of vision-language
understanding. First, HaloQuest is introduced, a novel VQA dataset featuring
both real and synthetic images, designed to address the limitations of current
datasets. HaloQuest includes a variety of image content and questions target-
ing specific hallucination triggers, and utilizes an innovative machine-human-in-
the-loop data generation pipeline. Second, the effectiveness of HaloQuest as a
benchmark is demonstrated, highlighting the limitations of current VLM models
and showing how fine-tuning on HaloQuest significantly reduces hallucination.
Finally, an LLM-based Auto-Eval system is introduced for open-ended, dynamic
evaluation, and the potential of synthetic images to revolutionize VLM evalua-
tion is explored. This work paves the way for the development of more robust
and reliable multimodal AI systems.

2 Related Work

Hallucination, the generation of factually incorrect or inconsistent information,
is a well-documented issue in large language models (LLMs) [8, 17, 23]. Within
the domain of vision and language understanding, hallucinations can manifest
in several ways, including misinterpretation of visual elements, misaligned lan-
guage understanding, or responses unsupported by either modality. While still
a developing area of study, recent works have begun to explore these vision-
specific hallucination phenomena [16,18,24,32,39,57,63]. Consequently, research
efforts have focused on understanding, evaluating, and mitigating hallucination
in VLMs.

There are a number of mechanisms that may cause a VLM to hallucinate.
An over-reliance on language priors [42] is one such mechanism. For example,
models often learn pairs of objects that co-occur together, and the presence of
"keyboard" may bias a model towards outputting "mouse" or "monitor," even
if one is not present in the image [63]. Certain statistics can also be predictive
of hallucination. An output token with low probability may indicate a model
is hallucinating due to low confidence, while tokens towards the end of a long
response may be hallucinatory if the model is running out of meaningful things
to say [63]. It is also possible to understand hallucination in isolated instances
by directly inspecting the attention weights to see what the model is attending
to when it outputs hallucinatory text [51]. Despite these advancements, hallu-
cination in VLMs is still not completely understood, in part because evaluating
hallucination is not trivial.

Existing approaches for evaluating hallucinations in VLMs have limitations.
Methods that use binary yes/no questions [24], are constrained to short-word
answers [27], rely on caption evaluation metrics [13,42], and require manual as-
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sessment [12], often prioritize verifying the presence or absence of objects and
thus are inherently limited. Consequently, they may not be well-suited to com-
prehensively evaluate nuanced hallucinations within free-form, open-ended an-
swers. This lack of robust evaluation metrics hinders efforts to develop effective
mitigation strategies.

Despite these challenges in comprehensively evaluating hallucination, some
progress has been made towards mitigation [16,31,49,61]. Existing efforts center
around several key strategies, such as knowledge grounding with self-feedback
[21], finetuning on both positive and negative examples [28], and post-hoc re-
sponse correction [63]. Reliance on real-world image datasets also introduces
limitations, as these datasets often lack the complexity necessary to fully expose
and address different hallucination triggers [46].

HaloQuest directly confronts shortcomings prevalent in hallucination under-
standing, evaluation, and mitigation. Experimental results from false premise
questions, visually challenge questions, and questions with insufficient context
elucidate the gap between current models’ performance and modern expecta-
tions. This work also leverages an open-ended question format and introduces an
LLM-based Auto-Eval mechanism which moves beyond traditional object-centric
metrics, allowing for more nuanced evaluation of complex hallucinations [38].
Furthermore, HaloQuest makes use of both real and synthetically generated im-
ages, resulting in a powerful and complex dataset that is effective at reducing
hallucination rates [10, 35, 54]. Together, these contributions make HaloQuest a
valuable benchmark for the vision-and-language community, setting a new stan-
dard for hallucination research.

3 HaloQuest

This section describes the HaloQuest dataset. It details the image collection
methodology, the design of questions to trigger hallucinations, the filtering and
refinement process, and the LLM-based Auto-Eval mechanism. Example Halo-
Quest entries are shown in Figure 1.

3.1 Image Collection

First, to ensure a rich and varied dataset, HaloQuest leverages both real and
synthetic images. The real images are a random sample from the Open Images
dataset, and synthetic images are sourced from online Midjourney and Stable
Diffusion galleries [2,20,43]. Images are selected based on high view counts and
positive ratings in order to prioritize quality and relevance. Search queries in-
corporating combinations of topic words from a carefully curated list inspired
by PartiPrompts are used to retrieve a varied range of images [59, Table 1].

Human annotators filter this initial set of images according to two criteria.
The images should be interesting or unusual, but they must also be compre-
hensible. For example, images are deemed interesting if they depict scenarios
outside of everyday experiences, contain unexpected juxtapositions of objects,
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False Premise

Question: Are the man's earring made out
of gold or silver?

Ground truths: There is no earings; we
can not see any earings; the man does not
wear any earings

Question: How many wheels are on the
back side of the camper?

Ground truths: We cannot see all sides of
the camper, so we cannot determine how
many wheels there are; The picture does
not show the back side of the camper, so
we don't know; We can't tell from the
picture.

Visually Challenging Insufficient Context

Question: What color is the flag that is
sitting on top of the building on the bottom
left corner of the picture?

Ground truths: There is no flag on top of
the building; There are no flags visible in
the picture; The top of the building does
not include a flag

Question: What is the last letter on the
sign on the building?

Ground truths: The last letter of the sign
on the building is "D."; Letter D; The last
one is D.

Question: Is the boat's anchor deployed?

Ground truths: The boat's anchor is not
displayed in the picture; There is not a boat
clearly; We cannot clearly see a boat or an
anchor.

Question: Where is the signature of the
artist on the image?

Ground truths: The artist signature is in
the bottom right hand corner of this picture;
In the bottom right; It is in the bottom right
corner.

Question: Is the man sitting on a stool or a
chair?

Ground truths: The man is sitting on a
stool; It is a stool that he sits on; He is on a
stool, not a chair

Question: What is the name of this city?

Ground truths: It is unclear what is the
name of the city; I do not know the name
of the city; The city name is unknown

Question: What color are the shoes worn
by the woman in the red dress?

Ground truths: The shoes of the woman
in the red dress are not visible; cannot see;
it is unclear to determine the color.

Question: Who is sitting on the closet
bench?

Ground truth: Nobody

Prompt: Provide an intricate description of
the image, capturing its visual elements,
including colors.

NOPE M-HalDetectA-OKVQA
Question: What is flying in the air?
A: volleyball
B: bottle
C: soccer
D: bird

HaloQuest

Fig. 1: Example entries from HaloQuest (bottom) and other benchmarks (top). Cur-
rent benchmarks often do not incorporate synthetic images, require one-word responses,
are multiple choice, or simply ask for an image description. In contrast, HaloQuest con-
tains challenging questions in three categories, uses both real and synthetic images, and
makes use of Auto-Eval to allow for free-form answer evaluation.

like the dog dressed in a costume made from newspaper shown in Figure 2, or
feature visually striking elements. These images could include scenes that defy
real-world physics or logic. However, the images must be coherent, artifact-free
and understandable by humans, despite their unconventional nature. Checking
for these two criteria strikes a balance between generating challenging scenar-
ios and maintaining the ability to reliably attribute model responses to specific
weaknesses in reasoning or understanding.

3.2 Designing Questions to Elicit Hallucination

Once the images are collected, humans and LLMs craft questions and answers
about the images, focusing on creativity, nuanced reasoning, and probing poten-
tial model biases. Specifically, HaloQuest includes three categories of questions
designed to elicit hallucinations.

First, questions with a false premise contain statements or assumptions
that directly contradict the visual content of the image. They are designed to
test whether the model can correctly prioritize visual evidence over misleading
linguistic cues.

Next, questions that are visually challenging require a deep understanding
of image details, such as counting objects, determining spatial relationships, or
reasoning about occluded areas. They evaluate the model’s ability to perform
complex visual analysis.
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The image is a close-up of a golden retriever
dog holding a bunch of newspaper pages on
its back as a cape, creating an amusing scene.
The dog is looking directly at the camera with
a happy expression, its ears perked up and
tail wagging. The background is black,
emphasizing the dog's fur and the crumpled
newspaper. The dog is posing for a movie
cast photo shoot.

Image Collection

If interesting or
unusual?

Synthetic Images

Real Images

Question-Answer Pairs
False Premise

Visually Challenging

Insufficient Context

What is the golden retriever
doing with the newspapers  
around its body? ...

How is the newspaper styled
on the dog: as a cape over
its back or wrapped around
like clothing? ...

For what reason is the dog
posing? ...

Creating Question-Answer Pairs Filtering

LLMs

VQA Models

Noisy Image Caption

Fig. 2: HaloQuest data collection pipeline. First, both real and synthetic images are
collected from various sources. Next, humans and LLMs create question-answer pairs
designed to elicit hallucination. Finally, a filtering mechanism removes the entires that
are overly simple or ambiguous. The result is a challenging dataset that effectively
exposes model hallucination tendencies.

Table 1: Curated lists of image subject and attributes inspired by PartiPrompts [59].
Image queries are created by randomly selecting one subject and one attribute from the
lists. Utilizing prompt-based image generation allows for creating a visually complex
dataset in a precise, controllable manner, resulting in more robust models.

Subjects

People Animals Body Parts
Insects Plants Accessories
Appliances Artifacts Electronics
Furniture Kitchenware Office Supplies
Indoor Scenes Food & Beverage Construction
Vehicles Nature (Scene)

Attributes

Abstract Perspective Property & Material
Quantity Fine-grained Details Illustration, Composition & Style
Age Imagination Position & Coexistence
Action Art Animation & Media
Text Knowledge Emotion & Expression

Finally, questions with insufficient context cannot be definitively answered
based on the image alone. They probe whether models will resort to biases
or unfounded assumptions instead of acknowledging the limits of the provided
information.

In order to create these questions, humans were given images and asked to
write two questions and corresponding answers for each. First, they were tasked
with writing a question that asks “something about a visual element related to the
image which is not possible to answer by looking at the image.” These questions
were later analyzed and split into the false premises and insufficient context
categories mentioned above. Second, the crowdworkers were asked to write a
question “about a subtle detail presented in the image which we are able to easily
provide a clear answer and the answer does not vary upon personal preferences
or opinions.” More details on crowdworker instructions are in Appendix B, and
a breakdown of these question categories is in Table 2.

To generate additional question-answer pairs efficiently, LLMs are also used.
Specifically, the IdealGPT framework, which leverages GPT-4 and BLIP2, is used
to produce long and potentially noisy image captions, as in Figure 2 [1,22,58,64].
These descriptions are later converted to several atomic statements ("The image
is a close-up of a golden retriever", "The dog is holding newspaper pages on its
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Table 2: Summary of HaloQuest data splits. HaloQuest contains entries in three cat-
egories designed to elicit hallucination in VLMs. These entries are comprised of both
real and synthetically generated images. Some images have multiple questions associ-
ated with them, but the dataset still contains a large number of unique images.

Train Eval Total

Entries with Real Images 2985 217 3202
Entries with Generated Images 4155 391 4546

False Premise Questions 2698 304 3002
Visually Challenging Questions 2973 183 3156
Questions with Insufficient Context 1469 121 1590

Number of Unique Images 2782 375 3157
Total Entries 7140 608 7748

back as a cape"), and human annotators evaluate the validity (yes/no) of each
statement. The LLMs then take each atomic statement and whether it is true
or false and use this information to produce a question-answer pair for the given
image.

3.3 Filtering and Refining the Data Examples

The quality of annotated question-answer pairs is next improved through fil-
tering. First, high-performing VQA models generate preliminary responses for
an initial question pool. Then, experienced human annotators review both the
questions and model-generated responses. Questions judged to be too easy are
discarded or revised to increase difficulty. Ambiguous or nonsensical answers
are flagged, ensuring each question has a clear and well-defined solution. This
process leads to a dataset composed of challenging, high-quality examples.

3.4 Automatic VQA Evaluation

In order to facilitate free-form and open-ended VLM hallucination evaluation
at scale, an LLM-based automatic evaluation method is developed. While in
principle any LLM can perform such evaluation with basic prompting, this work
introduces a recipe that is more effective than this baseline strategy. Specifically,
a Langfun schema is developed which helps Gemini to accurately extract the
main point in the model response and ground truth, and then decide whether
these points are in agreement [38,41].

Figure 7 in Appendix C shows the prompt and schema given to Gemini to
implement automatic evaluation, and Figure 8 in Appendix C shows an example
Auto-Eval response. As shown in these figures, Gemini is tasked with populating
the PredictionEvaluation class attributes given the input question, response,
and ground truth. Experiments in the next section show that this approach is
substantially more effective than basic prompting alone, and thus can serve as
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inspiration for automatic evaluation in other domains in the future. Appendix
C contains additional Auto-Eval implementation details.

4 Experiments

This section includes experiments that demonstrate the usefulness of HaloQuest
in understanding, measuring, and reducing hallucination tendencies in VLMs.
The results show that current models perform poorly on HaloQuest in a zero-
shot setting, showing that much work remains to be done to build models that
are hallucination-free. Furthermore, current evaluation metrics do not accurately
quantify hallucination, a missing capability that the Auto-Eval framework di-
rectly addresses. HaloQuest is also useful for reducing hallucination rates, and
this training does not hurt performance on related VQA tasks. Additional ex-
periments contrast the models’ performance on generated and real images, and
similarly for different question types. These results facilitate a more fine-grained
understanding of model capabilities, enabling future hallucination mitigation
strategies to be more targeted. Together, these findings highlight the significant
step HaloQuest provides towards building more reliable and trustworthy VLMs.

4.1 Zero-shot Evaluation on HaloQuest

Table 3 lists zero-shot evaluation of top-performing VLMs on HaloQuest and
reveals two key insights. First, existing VLMs struggle with HaloQuest, exhibit-
ing high hallucination rates. This result indicates substantial shortcomings in
model capabilities and highlights the need for robust hallucination mitigation.
Second, increased model size doesn’t necessarily translate to better hallucina-
tion resistance. Surprisingly, BEiT-3 [53], a smaller model, outperforms several
larger models. These findings underscore the importance of developing data-
driven hallucination mitigation strategies that are not solely reliant on model
scaling.

4.2 Quantifying Hallucination with Auto-Eval

Before VLM hallucination can be addressed, it must be accurately measured.
Figure 3 compares modern metrics like BLEU, CIDER, ROUGE, and METEOR
with human evaluation on the HaloQuest evaluation set [6, 25, 36, 48]. None
of the metrics correlate well with human evaluation, demonstrating they are
insufficient for measuring hallucination. Fortunately, Auto-Eval (Section 3.4)
correlates strongly with human evaluation. While all experiments in this paper
include both human evaluation and Auto-Eval scores, this result suggests that
Auto-Eval can be used in the future if human evaluation is unavailable or is too
expensive.

Table 4 shows an ablation comparing different Auto-Eval implementations.
Text-only prompting or simple schemas that do not prompt the model to reason



A Visual Hallucination Dataset for Advancing Multimodal Reasoning 9

Table 3: Zero-shot accuracy on HaloQuest. The results show that current models are
susceptible to hallucination, highlighting the need for more robust VLM development.
GPT-4, GPT-4o and Gemini 1.5 Pro are only tested on the subset of images without
people.

Model (# Param) Human Eval Auto-Eval

LLaVA (13B) [30] 10.9 10.9
MiniGPT4 (13B) [65] 18.7 25.2
BLIP2 (12B) [22] 21.1 22.5
InstructBLIP (12B) [31] 25.5 28.5

Open-flamingo (9B) [5] 13.8 15.0
BLIP2 (8B) [22] 10.9 11.8
InstructBLIP (8B) [31] 25.0 27.3
MiniGPT4 (7B) [65] 18.6 19.1
mPLUG-Owl2 (7B) [56] 9.2 10.4
mPLUG-Owl1 (7B) [55] 9.7 8.7

Open-flamingo (3B) [5] 6.9 8.2
OFA (1B) [52] 8.7 10.2
BEiT-3 (0.7B) [53] 35.9 40.0

GPT-4 [1] 62.9 61.2
GPT-4o 68.1 63.2
Gemini 1.5 Pro [41] 76.1 77.9

Table 4: Auto-Eval agreement with human raters, averaged across all responses from
the zero-shot experiment in Table 3. Using a simple text prompt performs the worst.
Prompting the model to fill out a schema helps, but the best performance is achieved
by further prompting the model to reason about the main points of the ground truth
and model response. The results show that automatic evaluation systems are not trivial
to implement, highlighting Auto-Eval as an important contribution of this paper.

Auto-Eval Setup Agreement w/ Human

Text-only prompting 93.4
Basic Langfun schema 94.8
Advanced Langfun schema 95.3

deeply about why a response may be correct or incorrect are not sufficiently per-
formant. In contrast, the Auto-Eval implementation used throughout this paper
does achieve good agreement with human raters and is a concrete contribution in
its own right. Further details about the text-only prompting and basic Langfun
schema comparisons can be found in Section C of Supplementary Material.

4.3 Mitigating Hallucination with HaloQuest

In addition to identifying hallucination tendencies in VLMs, HaloQuest is also
useful for mitigating them. In this experiment, four VLMs were fine-tuned with
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Fig. 3: Human evaluation vs. different evaluation metrics. Metrics are based on zero-
shot evaluation (Table 3). Standard metrics like BLEU, CIDER, ROUGE, and ME-
TEOR do not correlate well with human evaluation, demonstrating that they are in-
sufficient for characterizing VLM hallucination [6, 25, 36, 48]. In contrast, Auto-Eval
correlates strongly with human evaluation (Pearson’s r), thus facilitating hallucination
evaluation at scale [45].

Table 5: Effect of training data on benchmark performance. HaloQuest accuracy is
measured with both human raters and with Auto-Eval, and VQA v2 performance
is measured by exact match and broken down by question subtype, as is standard.
Including HaloQuest training data effectively reduces hallucination rates, as shown by
improved performance on the HaloQuest evaluation set. Importantly, adding HaloQuest
training data does not degrade performance on VQA v2, and in most cases helps. These
results show that HaloQuest is an effective dataset for reducing hallucination rates
without sacrificing other model capabilities.

Model (# Param) Training Data HaloQuest VQA v2

Human Eval Auto-Eval Overall Binary Number Others

BLIP2 (8B) [22] VQA v2 11.2 12.3 70.5 87.0 52.4 59.9
VQA v2 + HaloQuest 33.9 34.7 71.0 87.1 54.2 60.7

mPLUG-Owl1 (7B) [56] VQA v2 9.7 9.5 74.2 89.8 57.3 64.5
VQA v2 + HaloQuest 25.8 29.1 74.9 90.0 58.7 64.9

MiniGPT4 (7B) [65] VQA v2 10.5 10.7 71.0 87.1 48.6 61.9
VQA v2 + HaloQuest 26.6 28.0 71.4 87.8 52.0 61.9

MiniGPT4 (13B) [65] VQA v2 18.3 16.1 74.9 90.3 54.2 65.0
VQA v2 + HaloQuest 35.5 40.1 74.9 90.8 56.7 65.4

VQA v2 data and evaluated on both HaloQuest and VQA v2 [15]. After con-
verting question-answer pairs into natural language instructions using templates,
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Table 6: Evaluation on POPE [24]. Training on HaloQuest (indicated with ⋆) improves
performance over the baseline.

Model Random Popular Adversarial

Acc F1 Acc F1 Acc F1
mPLUG-OWL 0.50 0.63 0.54 0.61 0.51 0.60
mPLUG-OWL⋆ 0.64 0.71 0.62 0.67 0.57 0.65
MiniGPT4 0.72 0.73 0.68 0.69 0.63 0.65
MiniGPT4⋆ 0.80 0.79 0.75 0.74 0.69 0.70

these fine-tuned models were then further instruction tuned with a combination
of VQA v2 data and HaloQuest data [31]. These models were then re-evaluated
on HaloQuest and VQA v2.

Table 5 shows the results of this experiment, which demonstrates that fine-
tuning existing VLMs on HaloQuest significantly reduces hallucination rates
while maintaining performance on other benchmarks. These results highlight
HaloQuest’s potential in improving model safety without reducing effectiveness.
Implementation details are in Section D of Supplementary Material.

Furthermore, Table 6 shows model performance on the POPE hallucination
benchmark with images from Visual Genome [19, 24]. Training on HaloQuest
improves model performance in this new dataset, demonstrating that HaloQuest
helps models avoid hallucination in novel contexts as well.

4.4 Understanding Hallucination in Synthetic Images

This work extends previous research on hallucination with real images in VLMs
to include synthetically generated images as well. Table 7 shows model per-
formance separated according to whether the images are real or synthetically
generated. Although most models tend to hallucinate more with real images in
this set, hallucination rates are quite high with synthetic images as well. In fact,
performance on generated images is highly correlated with performance on real
images, with r = 0.97 for both human evaluation and Auto-Eval, suggesting that
synthetic images can provide an accurate measure of model capability, despite
small discrepancies in overall performance.

Although real images are more challenging in HaloQuest, there remain many
reasons to continue to utilize synthetic images. These synthetically generated
images offer a cost-effective and scalable solution for expanding datasets, and
experimental results indicate that incorporating these images helps reduce hal-
lucination rates in models (Tables 5 and 7). Indeed, while the synthetic images
in HaloQuest are not as difficult on average as the real images, advancements
in image generation models will likely close this gap in the near future. Further-
more, as image generation systems become more widely used around the world,
it will become even more important for models to be robust to hallucination in
synthetic images. This surprising finding opens up exciting avenues for future
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Table 7: Zero-shot and trained model performance on HaloQuest broken down by
image type. The data in this table is from the same experiments as Tables 3 and 5.
Although all models perform poorly in both subsets of images, models tend to perform
slightly better on synthetic images compared to real ones. Importantly, training with
HaloQuest improves performance on both sets of images. GPT-4, GPT-4o and Gemini
1.5 Pro are only tested on the subset of images without people.

Model (# Param) Generated Real

Human Eval Auto-Eval Human Eval Auto-Eval

Zero-shot Evaluation
LLaVA (13B) [30] 12.3 12.8 8.2 7.4
MiniGPT4 (13B) [65] 18.2 24.0 18.9 27.2
BLIP2 (12B) [22] 24.8 26.1 14.29 16.1
InstructBLIP (12B) [31] 28.4 31.5 20.3 23.0
Open-Flamingo (9B) [5] 16.1 17.1 9.7 11.1
BLIP2 (8B) [22] 11.5 11.8 9.7 12.0
InstructBLIP (8B) [31] 28.4 29.7 18.9 23.0
MiniGPT4 (7B) [65] 18.1 19.4 18.0 18.4
mPLUG-Owl2 (7B) [56] 11.0 11.3 6.0 8.8
mPLUG-Owl1(7B) [55] 11.3 10.2 6.9 6.0
Open-Flamingo (3B) [5] 7.4 8.7 6.0 7.4
OFA (1B) [52] 9.7 11.3 6.9 8.3
BEiT-3 (0.7B) [53] 41.2 44.3 26.3 32.3
GPT-4 [1] 64.3 61.1 60.6 61.4
GPT-4o 68.8 63.8 66.9 62.2
Gemini 1.5 Pro [41] 74.7 78.3 78.7 77.2

Trained on VQA v2 + HaloQuest
BLIP2 (8B) [22] 36.6 37.1 29.0 30.4
mPLUG-Owl1(7B) [55] 27.4 30.4 23.0 26.7
MiniGPT4 (7B) [65] 27.4 23.7 25.4 23.0
MiniGPT4 (13B) [65] 33.3 32.0 39.7 33.2

research in dataset curation, controlled image generation, and annotator bias
mitigation.

4.5 Understanding Hallucination Triggers

VLMs hallucinate for various reasons. This work explores triggering hallucina-
tion with questions with false premises, visually challenging questions, and ques-
tions with insufficient context. Table 8 shows model performance broken down
according to these image categories. On average, open-source models struggle
substantially with false premise and insufficient context questions, but perform
slightly better with visually challenging ones. Interestingly, different models have
different strengths and weaknesses in different question categories. GPT-4 is
more adept at addressing false premise and insufficient context questions, but is
not as performant in the visually challenging section. This finding demonstrates



A Visual Hallucination Dataset for Advancing Multimodal Reasoning 13

Table 8: Zero-shot and trained model performance on HaloQuest broken down by
question type. The data in this table is from the same experiments as Table 3 and
5. Breaking down the results in this way makes it possible to address specific model
weaknesses, and training with HaloQuest improves model performance in all three
categories. GPT-4, GPT-4o and Gemini 1.5 Pro are only tested on the subset of images
without people.

Model (# Param) False Premise Visually Challenging Insufficient Context

Human Eval Auto-Eval Human Eval Auto-Eval Human Eval Auto-Eval

Zero-shot Evaluation
LLaVA (13B) [30] 2.3 1.7 30.6 31.2 2.5 3.3
MiniGPT4 (13B) [65] 16.2 21.5 10.4 13.7 36.4 51.2
BLIP2 (12B) [22] 16.8 19.5 35.5 32.8 9.9 14.9
InstructBLIP (12B) [31] 28.4 32.0 33.3 33.9 6.6 11.6
Open-Flamingo (9B) [5] 13.2 13.9 19.1 21.3 7.4 8.3
BLIP2 (8B) [22] 5.0 4.6 26.8 26.8 1.7 6.6
InstructBLIP (8B) [31] 28.4 32.0 6.6 11.6 33.3 33.9
MiniGPT4 (7B) [65] 13.2 13.2 26.5 27.3 15.7 16.5
mPLUG-Owl2 (7B) [56] 0.8 3.3 28.4 27.9 0.8 3.3
mPLUG-Owl1(7B) [55] 1.0 0.3 29.0 26.8 2.5 2.5
Open-Flamingo (3B) [5] 0.7 1.3 19.1 21.3 4.1 5.8
OFA (1B) [52] 5.0 6.3 19.7 20.2 1.7 5.0
BEiT-3 (0.7B) [53] 24.1 28.4 36.6 36.1 9.1 10.7
GPT-4 [1] 64.7 63.0 46.9 44.8 80.6 79.1
GPT-4o 68.5 65.2 58.3 55.2 80.6 68.7
Gemini 1.5 Pro [41] 80.4 83.7 57.3 56.3 91.0 92.5

Trained on VQA v2 + HaloQuest
BLIP2 (8B) [22] 33.0 33.3 38.3 39.9 29.8 29.8
mPLUG-Owl1(7B) [55] 21.1 25.4 37.2 40.4 20.7 21.5
MiniGPT4 (7B) [65] 23.8 17.5 32.2 36.6 25.6 17.4
MiniGPT4 (13B) [65] 33.0 30.0 31.2 23.5 48.8 51.2

how understanding fine-grained hallucination triggers allows for targeting model-
specific capabilities. Training on HaloQuest substantially improves performance
in all categories, but the models still perform poorly, reinforcing the need for
continued work in hallucination reduction.

5 Discussion and Future Work

Appendix A examines the impact of our work and its potential to shape future
research directions in the field. It discusses the semantic novelty of synthetic
images, comprehensive solutions to hallucination, multimodal hallucination, nu-
anced responses with Auto-Eval, and broader societal implications.

6 Conclusion

This work has introduced HaloQuest, a novel VQA benchmark that leverages
both real-world and synthetically generated images. HaloQuest’s controlled im-
age generation and questions designed to elicit specific hallucination types en-
able a more targeted analysis of hallucination triggers in VLMs. Experiments
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demonstrate that current state-of-the-art models struggle with HaloQuest, re-
vealing a crucial disconnect between their capabilities and real-world reliability
requirements. Importantly, fine-tuning VLMs on HaloQuest demonstrably re-
duces hallucination rates while maintaining performance on typical reasoning
tasks.

HaloQuest highlights the potential of synthetic images in the development of
robust multimodal AI. It addresses limitations present in traditional datasets,
enabling the creation of richer and more varied visual scenarios. The dataset,
coupled with an innovative machine-human-in-the-loop generation process, fa-
cilitates targeted investigation into VLM weaknesses.

Further, this work introduces an LLM-based Auto-Eval mechanism that fa-
cilitates open-ended and nuanced evaluation of VLM responses. This approach
is a marked improvement over existing methods that often limit the model’s
expressive ability or are impractical for evaluating complex hallucinations.

HaloQuest stands as a valuable resource for the vision-and-language commu-
nity. It provides both a challenging evaluation benchmark and a training dataset
aimed at mitigating hallucination in VLMs. This work underscores the power of
synthetic image generation and advanced evaluation techniques in driving the
creation of more reliable and trustworthy multimodal AI systems.
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