Discover-then-Name: Task-Agnostic Concept
Bottlenecks via Automated Concept Discovery

Sukrut Rao* 2@, Sweta Mahajan* 2@, Moritz Bohle!|®, and Bernt Schiele!

! Max Planck Institute for Informatics, Saarland Informatics Campus, Saarbriicken
2 RTG Neuroexplicit Models, Saarbriicken
{sukrut.rao,sweta.mahajan,mboehle,schiele}@mpi-inf .mpg.de

Abstract. Concept Bottleneck Models (CBMs) have recently been pro-
posed to address the ‘black-box’ problem of deep neural networks, by
first mapping images to a human-understandable concept space and then
linearly combining concepts for classification. Such models typically re-
quire first coming up with a set of concepts relevant to the task and
then aligning the representations of a feature extractor to map to these
concepts. However, even with powerful foundational feature extractors
like CLIP, there are no guarantees that the specified concepts are de-
tectable. In this work, we leverage recent advances in mechanistic in-
terpretability and propose a novel CBM approach — called Discover-
then-Name-CBM (DN-CBM) — that inverts the typical paradigm: in-
stead of pre-selecting concepts based on the downstream classification
task, we use sparse autoencoders to first discover concepts learnt by the
model, and then name them and train linear probes for classification.
Our concept extraction strategy is efficient, since it is agnostic to the
downstream task, and uses concepts already known to the model. We
perform a comprehensive evaluation across multiple datasets and CLIP
architectures and show that our method yields semantically meaningful
concepts, assigns appropriate names to them that make them easy to in-
terpret, and yields performant and interpretable CBMs. Code available
at https: //github.com /neuroexplicit-saar /discover-then-name.
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1 Introduction

Deep neural networks have been immensely successful for a variety of tasks, yet
their ‘black-box’ nature poses a risk for their use in safety-critical applications.
While attribution methods [5,47}/52] have popularly been used to explain such
models post-hoc, they have been shown to often provide explanations unfaithful
to the model [2}3\/46]. To address this, inherently interpretable models have been
proposed [8l|1230] that constrain the model to yield more faithful and human-
understandable explanations in the form of heatmaps, concepts, or prototypes.
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Fig. 1: Automated concept extraction and naming to construct task-agnostic
concept bottlenecks. Our approach consists of three steps: (1) we use a sparse au-
toencoder to extract disentangled concepts from CLIP feature extractors, (2) auto-
matically name extracted concepts by matching the dictionary vectors with the closest
text embedding in CLIP space from a concept set of texts, and (3) use this named
concept extractor layer as a concept bottleneck to create concept bottleneck models
for classification on different datasets. In the example shown, the concepts ‘colorful’,
‘spheres’; and ‘fence’ are extracted from the image with high strengths, resulting in a
prediction of ‘ball pit’. For details, see Fig. [2| and Sec.

Concept Bottleneck Models (CBMs) are a class of inherently inter-
pretable models that express their prediction as a linear combination of simpler
but human-interpretable concepts detected from the input features. While typi-
cally constrained by the need of a labelled attribute dataset for training , re-
cent CBMs leverage large-language models (LLMs) such as GPT-3 to gener-
ate class-specific concepts and vision-language models (VLMs) such as CLIP
to learn the mapping from inputs to concepts in an attribute-label-free man-
ner , and have been shown to be performant even on large datasets
such as ImageNet . However, such methods still require querying LLMs based
on the classification task, and it is unclear if the concepts one wants the model
to detect can be detected at all; in fact, recent works have suggested that while
plausible, explanations from such CBMs may not be faithful .

To address this, in this work, we invert the typical CBM paradigm, and aim to
discover concepts the model knows, name them, and then perform classification
(Fig. . We specifically use CLIP feature extractors to leverage vision-language
alignment for automated naming of concepts. While raw features of a network are
typically uninterpretable , sparse autoencoders (SAEs) have been shown to
be a promising tool in the context of language models wherein they disentangle
learned representations into a sparse set of human-understandable concepts. This
is achieved by decomposing the representations into a sparse linear combination
of a set of learned dictionary vectors [9]14]. We extend this to vision and find it to
be similarly promising, and surprisingly, find that the dictionary vectors appear
to align well with text embeddings of concepts they represent in CLIP space,
thus making their corresponding concepts nameable (Fig. . Finally, we use this
latent concept space as a concept bottleneck, and show that, once learnt, it can
be frozen and used ‘as is’ to train classifiers to construct performant CBMs for a
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variety of downstream classification tasks. Our approach is also computationally
efficient since it learns concept bottlenecks in a task-agnostic manner, eliminating
the need to make queries to external LLMs to find task-relevant concepts.

In summary, our contributions are ¢ We propose DN-CBM, a novel CBM
that leverages sparse autoencoders (SAEs) to discover concepts learnt by CLIP.
We find that SAEs lend themselves well to our simple and intuitive approach for
automated concept discovery. @ We propose a novel approach to automatically
name the discovered concepts, by mapping concepts to text with embeddings
most similar to the corresponding dictionary vectors of the learned concept.
We find that this often yields names semantically consistent to the images ac-
tivating the concept (Fig. . e We show that, once discovered and named, the
learnt concept mapping can be used to train concept bottleneck models (CBMs)
out-of-the-box for a variety of downstream classification tasks. Specifically, we
discover concepts using CC3M [53] in a task-agnostic fashion, and then construct
CBMs for a variety of downstream datasets: ImageNet [16], Places365 |62], CI-
FAR10 [31], and CIFARI100 [31]. Importantly, this task-agnostic concept discov-
ery approach yields both performant (Tab. [I) and interpretable (Figs. |7] and
classifiers.

2 Related Work

Concept-based Explanations (e.g. [1,[28]/30,/37]) aim to express a model’s
decision via human-understandable concepts. Unlike popularly used post-hoc
attribution heatmaps (e.g. [5,132,{47}/52,54,[55]) that only inform which regions
in the input is influential for the decision, such methods attempt to also answer
what high-level concepts are important for the model [1]. In our work, we propose
a pipeline for automatically extracting and naming such concepts from CLIP and
using them to build interpretable models.

Concept Discovery [6[9}|14}/19-22,37-39,/60] methods have been proposed to
better understand models by discovering and extracting semantically meaningful
concepts learnt by them. They typically focus on explaining the function of neu-
rons in a model [6,/20,[37,[39], or on discovering features present in an input, and
have been shown to be useful for diagnosing model failures [20]. However, these
methods assign concepts to individual neurons, which may often be polysemantic
and not decodable to human-understandable concepts [18]. Recently, [9] showed
that sparse autoencoders (SAEs) can be effective to address the polysemantic-
ity and superposition problem in deep networks 18] and extract mono-semantic
concepts from language models (cf. |[14]). We extend the setup of [9] to vision
and use sparse autoencoders to automatically extract concepts learnt by CLIP.
Explanations using Language [13}[15,24}|25}35,37},139,/56,|61] have become
popular to express a model’s learnt representations [1537,39] in an easily human-
interpretable manner. To decode concepts to language, such methods typically
use a large-language model (LLM) such as GPT-3 |10] and learn a mapping
from vision features to the LLM input. More recently, [37,[39] leverage CLIP, by
aligning vision features of the model being explained to the representation space
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of CLIP and finding the closest aligned texts from a large concept set. Similar
to Concept Discovery methods, this line of work assigns concepts to individual
neurons as well. In contrast, we use sparse autoencoders (SAEs) [9] to first
disentangle the representation space into more human-interpretable concepts,
and then name each concept. In particular, we encode the CLIP features to a
high dimensional latent space, which we then pass through the SAE decoder
to reconstruct back the CLIP features. Surprisingly, when using CLIP feature
extractors, we find that the dictionary vectors of the SAE decoder can directly
be decoded into text by finding most similar text embeddings in CLIP space,
without needing to use LLMs as used by [15}/35./56], and are effective in yielding
semantically meaningful and human-interpretable concepts (Figs. |3 and .

Concept Bottleneck Models (CBMs) [4,|11,[26}27.29,30,(34}[36L/40L/41, 51}
57H59,[63| are a recently popular class of inherently interpretable models (e.g.
[8,/12]) that use a concept bottleneck layer (CBL) to extract named concepts
and then learn a (typically sparse) linear classifier that predicts by combining
such concepts, yielding highly interpretable explanations. While such methods
typically require a labelled concept dataset [30] to learn the concept bottleneck,
recent works leverage LLMs such as GPT-3 [10] and VLMs such as CLIP [44] to
learn such bottlenecks without needing the concept labels [36}40/41,/58|, making
them scale to large datasets such as ImageNet |16] in a performant manner. Given
a classification task, such methods first query an LLM for concepts relevant to
the task, and use a VLM to learn a concept bottleneck where each neuron aligns
to one of the desired concepts. However, it is unclear if the feature extractor can
truly recognize all such concepts when specified a priori, since they may often be
non-visual [49/58| and their faithfulness has also been called into question [33]/49).
Further, the CBL needs to be trained separately for each classification dataset.
In contrast, we flip the paradigm and first extract concepts that are detected by
the model to train the concept bottleneck, using a dataset independent of the
downstream classification task. We then fiz the concept bottleneck and train
linear classifiers for several datasets and show that this yields highly performant
and interpretable models. Similar to us, [26] also first discover concepts before
constructing a CBM; however, in contrast our method does not require any
external text annotations for the images and the concept discovery can even be
done using a dataset different from that of the downstream task.

Explaining CLIP. Several approaches have been proposed to specifically ex-
plain and understand CLIP [44] models [7,/41,56|. Similar to [7], we disentangle
CLIP features into human interpretable concepts. However, in contrast to [7], we
do not optimize for a sparse concept representation per image using a predefined
concept set, and instead first apply a general concept discovery framework [9)
for extracting human understandable concepts and then name them post hoc in
a task-agnostic manner to construct CBMs.
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Fig. 2: Overview. Our approach consists of three steps. (1) We train a sparse autoen-
coder to extract disentangled concepts from a CLIP vision backbone. The autencoder
is trained on a large dataset Degtract to reconstruct CLIP features using a linear com-
bination of encoded concepts, which are optimized to be sparse using L; sparsity. The
weights of the decoder can be interpreted as dictionary vectors whose linear sum with
concept strengths reconstructs the original feature (Sec.[3.I). (2) We use a large concept
set of texts V to name each extracted concept, by finding the text from the set whose
embedding has the highest cosine similarity to concept’s dictionary vector (Sec. .
(3) We use the extracted and named concepts as a concept bottleneck layer, and train
linear classifiers to construct inherently interpretable concept bottleneck models across
downstream datasets Deiassify using the same bottleneck layer (Sec. ‘

3 Constructing CBMs via Automated Concept Discovery

In this section, we describe our approach which consists of three stages: discover-
ing the concepts the CLIP model has learnt via a sparse autoencoder (Sec. ,
naming those concepts in natural language by leveraging the CLIP text embed-
dings from a large vocabulary, (Sec. , and, lastly, training an interpretable
concept bottleneck model (CBM) based on the discovered concepts (Sec. .

3.1 Extracting Concepts Learned by the Model

To discover the concepts learned by the model, we adapt the sparse autoencoder
(SAE) approach as described by |§|| Specifically, we aim to discover concepts by
representing the CLIP features in a high-dimensional, but very sparsely activat-
ing space. For language models, this has been shown to yield representations in
which individual neurons (dimensions) are more easily interpretable [9].

The Sparse Autoencoders (SAEs) proposed by [9] consist of a linear encoder
f(-) with weights W g € R?*" a ReLU non-linearity ¢, and a linear decoder g(-)
with weights W p €R">*?, For a given input a, the SAE computes:

SAE(a) = (go o f)(a) = W}, ¢ (Wga) . (1)
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Importantly, the hidden representation f(a) is of significantly higher dimension-
ality than the CLIP embedding space (i.e. h > d), but optimised to activate
only very sparsely. Specifically, the SAE is trained with an Ly reconstruction
loss, as well as an L sparsity regularisation:

Lsag(a) = [ISAE(a) — all3 + Ai[lé(f(a)lh (2)

with A\; a hyperparameter. To discover a diverse set of concepts for usage in
downstream tasks, we train the SAE on a large dataset Deyirqcr; given the re-
construction objective, no labels for this dataset are required.

Note that sparsity does of course not guarantee that individual neurons in
the hidden representation of the SAE align with human-interpretable concepts.
However, similar to [9], in our experiments we find that this is often the case,
and, as we discuss in the next section, can often even be automatically named.
Why SAEs? While SAEs are certainly not the only option for concept discovery
in DNNSs, recent work on language models suggests that they might be particu-
larly well suited to discover interpretable concepts, see [914], and exhibit certain
properties that lend themselves well for automatically naming visual concepts.
Specifically, as we will see in the next section, by reconstructing the original fea-
ture space, we are able to leverage the dictionary vectors of the reconstruction
matrix W p for assigning names to individual concepts. Moreover, in contrast
to dimensionality reduction techniques (e.g. PCA), SAEs are able to represent
more features than there are neurons, which was shown to be advantageous to
address the problem of polysemanticity [9].

3.2 Automated Concept Naming

Once we trained the SAE, we aim to automatically name the individual feature
dimensions in the hidden representation of the SAE. For this, we propose using
a large vocabulary of English words, say V={v1,vs,...}, which we embed via
the CLIP text encoder T to obtain word embeddings £={ej,es,...}.

To name the SAE’s hidden features, we propose to leverage the fact that each
of the SAE neurons c is assigned a specific dictionary vector p., corresponding
to a column of the decoder weight matrix:

Pc = [WD]C S Rd (3)

If the SAE indeed succeeds to decompose image representations given by CLIP
into individual concepts, we expect the p. to resemble the embeddings of par-
ticular words that CLIP has learnt to expect in a corresponding image caption.

Hence, to name the ‘concept’ neuron ¢ of the SAE, we propose to assign it
the word s, of the closest text embedding in &:

se = argmin [cos (pe, 7 (v))] (4)

Note that this setting is equivalent to using the SAE to reconstruct a CLIP
feature when only the concept to be named is present. As CLIP was trained to
optimise cosine similarities between text and image embeddings, using the cosine
similarity to assign names to concept nodes is a natural choice in this context.
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3.3 Constructing Concept Bottleneck Models

Thus far, we trained an SAE to obtain sparse representations (Sec. 7 and
named individual ‘neurons’ by leveraging the similarity between dictionary vec-
tors p. to word embeddings obtained via CLIP’s text encoder T (Sec. [3.2)).
Such a sparse decomposition into named ‘concepts’ constitutes the ideal
starting point for constructing interpretable Concept Bottleneck Models (CBMs)
[30,36},/59]: for a given labelled dataset Dprobe, We can now train a linear trans-
formation h(-) on the SAE’s sparse concept activations, yielding our CBM ¢(-):

Ha) = (o gof o L)) )

Here, x; denotes an image from the probe dataset. The probe is trained using
the cross-entropy loss, and to increase the interpretability of the resulting CBM
classifier, we additionally apply a sparsity loss to the probe weights:

‘Cprobe(mi) =CE (t(mz)ayz) + )\ZHWHl (6)

where, Ao is a hyperparameter, y; the ground truth label of x; in the probe
dataset, and w denotes the parameters of the linear probe.

Importantly, note that the feature extractor, the dataset used for concept
discovery, and the vocabulary used for naming can be freely chosen. As such,
our approach is likely to benefit from advances in any of these directions.

4 Evaluation of Concept Discovery and Naming

In this section, we evaluate the effectiveness of using SAEs to discover and name
concepts in CLIP vision encoders; see Sec. [5] for an evaluation of CBMs built on
the SAEs. In Sec. we first evaluate the accuracy and task agnosticity of the
discovered concepts qualitatively and quantitatively, in Sec. [.2] we discuss the
impact of the vocabulary V towards the granularity of concept names, and in
Sec. [£:3] we evaluate how well semantically similar concepts group together.

Setup. We use a CLIP [44] ResNet-50 |23] vision encoder for extracting features,
and use the corresponding text encoder for labelling the extracted concepts. For
additional results using CLIP ViT-B/16 and ViT-L/14 [17], see Appendices C
and D. To extract concepts, we follow a setup similar to [9] and train SAEs
using the CC3M dataset [53]. Following [37], we use the set of 20k most frequent
English words as the vocabulary V (Eq. ) For details, see Appendix B.1.

4.1 Task-Agnosticity and Accuracy of Concepts

In this section, we qualitatively and quantitatively evaluate the extracted and
named concepts for semantic consistency and accuracy.

Qualitative. To showcase the promise of our proposed approach, in Fig. [3| we
visualize the top activating images across four datasets for various concepts that



8 S. Rao et al.

turquoise stripes sunglasses asleep
Index 2031 Index 1715 Index 3703 Index 371

o L R &
o RN

"'“"““!ﬂﬂa E ﬂ OFLA N |
—— ¢ 42 Vil <

pink ]
Index 7188 Index 2911
FEED

silhouette
Index 5221

R ™ 0 (e ¥ b
o EEEATU Hmdﬁ SEEn B all
o] EREN ubibalin £275F 7 HEWH
ool bl S8 Wi+

Fig. 3: Task-agnosticity of concept extraction. We show examples of named con-
cepts (blocks) and top images activating them from four datasets (rows). We find that
the images activating the concept are highly consistent with the concept name across
datasets (e.g. the ‘asleep’ concept yields images across different species), despite not us-
ing these datasets for extraction and naming, showing the robustness of our approach.

were discovered and named as described in Secs. and For this, we se-
lect concepts ¢ from the vocabulary with a high cosine similarity between p.
and T (s.), see Egs. (3) and @) In particular, we show examples for various
low-level concepts (turquoise, pink, striped), object and scene-specific concepts
(sunglasses, fog, silhouette), as well as higher-level concepts (asleep, smiling),
and find that the visualized concepts not only exhibit a high level of seman-
tic consistency, but also that the automatically chosen names for the concepts
accurately reflect the common feature in the images, despite coming from very
different datasets. This highlights the promise of the SAE for disentangling
representations into human interpretable concepts as well as of the proposed
strategy for naming those concepts. Interestingly, as expected, we find that the
accuracy of the ascribed names correlates with the cosine similarity between
the text embedding 7T (s.) and the dictionary vector p. (cf. Eq. (3)), as we dis-
cuss next (see also Fig. . This indicates that our naming strategy could be
significantly improved with a larger vocabulary, as we also discuss in Sec. [£.2]

Quantitative. To not only rely on the visual assessment of a few selected sam-
ples, we perform quantitative evaluations to assess the concept consistency and
naming accuracy. This is generally challenging as only a few datasets include
concept labels, and, even if they do, might describe different concepts in the im-
age than those that were extracted by our task-agnostic approach. To address
this, we perform a user study to evaluate concept accuracy. Specifically, we sort
concepts based on how well their dictionary vector is aligned to the text embed-
dings of the name assigned to them (Sec. , and sample concepts with high,
intermediate, and low alignments. We then extract the top activating images for
each concept from three datasets (ImageNet, Places365, CC3M), and for each
concept, we ask two questions: (1) how semantically consistent the concept is,
i.e. if the top activating images map to some human interpretable concept, and
(2) how accurate the assigned name is, if so. To evaluate if our SAE yields more
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Fig. 4: User study on concept accuracy. Left: We evaluate the semantic consis-
tency of concepts for nodes with high, intermediate, and low alignment with the text
embeddings of the name assigned to them, both for nodes from our SAE (green) and the
CLIP features (orange). We find that the concepts from the SAE are significantly more
semantically consistent than CLIP features, and the consistency increases with align-
ment. The poor performance of the ‘low alignment’ group suggests that some nodes do
not correspond to a consistent human interpretable concept. Right: We plot the scores
for semantic consistency against name accuracy from human evaluators, both for nodes
from our SAE (green) and the CLIP features (orange). We find that compared to the
baseline, our SAE nodes are generally more consistent and accurately named.

disentangled concepts, we also compare with the neurons from the CLIP image
features, named using CLIP-Dissect , as a baseline. For full details, see Ap-
pendix B.3. In Fig. [4] (left), we report the distribution of consistency scores both
for our discovered concepts and the CLIP baseline each for the high, intermedi-
ate, and low aligned concepts, and find that our approach provides significantly
more human interpretable concepts. Interestingly, for both sets of concepts, the
consistency decreases as the alignment with the text embedding decreases, sug-
gesting that some concepts are not human interpretable. In Fig. |4 (right), we
evaluate the concept consistency against name accuracy, and find that our as-
signed names score highly in terms of accurately representing the concept (top
right) as compared to the baseline. Note that some concepts, despite being con-
sistent, are not named accurately, which could also be because of limitations in
the vocabulary used; for more discussion, see Sec.

In addition to the human evaluation, we also perform a small quantitative
evaluation using the SUNAttributes dataset , following . We use its la-
belled attributes as the vocabulary for naming the nodes in the SAE (Sec.
to match discovered concepts to ground truth labels. To account for concepts
outside the labelled attribute set, we filter out nodes where the cosine similarity
between the dictionary vector and the assigned text embedding is below a thresh-
old, and merge concepts assigned to the same name. As a baseline, we compare
against images obtained using CLIP retrieval from the ground truth attributes.
We obtain a Jaccard index of 18.3, as compared to 22.0 for the CLIP retrieval
baseline (for comparison, [41] report a Jaccard index of 15.7 under a similar
setting) despite not optimizing the SAE to learn dataset-specific concepts.
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Fig. 5: Impact of vocabulary. We show examples of pairs of concepts that, despite
being assigned to the same coarse grained name (e.g. left: ‘tree’), correspond to distinct
fine-grained concepts. Better names that can distinguishing such concepts are assigned
if added to the vocabulary (e.g. ‘christmas tree’ for the first concept, and ‘tree in field’
for the second). On the other hand, removing the assigned name from the vocabulary
leads to worse names being assigned (e.g. ‘ornaments’ and ‘branches’), which shows
that the granularity of the vocabulary can impact name accuracy.

4.2 Impact of Vocabulary on Concept Name Granularity

As seen in Sec. [£.1] and Fig. [4] some of the SAE nodes may not map to human
interpretable concepts (Fig. [4] left), or may not be named appropriately (Fig. EL
right). The latter could be a result of limitations in the vocabulary: it being
finite and only consisting of single words, it is possible that even concepts that
the SAE discovers cannot be named accurately.

To explore this, in Fig. [5| we visualize examples of concept pairs that are
originally assigned the same name (e.g. right: ‘bridges’), but visually correspond
to distinct modalities of the concept. We find that a more fine-grained name
is assigned to the concept when added to the vocabulary V (e.g. ‘arch bridge’,
‘suspension bridge’). Conversely, removing the assigned name ‘bridge’ from the
vocabulary leads to worse names being assigned (e.g. ‘prague’, ‘lisbon’; inter-
estingly, note that the cities contain a prominent arch and suspension bridge,
respectively). This suggests that the granularity and size of the vocabulary can
significantly affect the name accuracy, and can also serve as a tool for practi-
tioners to control the granularity of assigned names depending on the use case.

4.3 Clustering Concept Vectors

To further measure semantic consistency, we also evaluate how well semanti-
cally related concepts cluster together in the latent concept space. To do this,
we perform K-Means clustering on the concept representations across all images
in the Places365 dataset, and visualize a random selection of clusters. For each
cluster, we compute the cluster centroid and then visualize the strongest con-
cepts. We find that semantically similar concepts and their associated images
cluster together in concept space (e.g. farming related concepts and images in
the right), showing that our concept-based (latent) representation does indeed
result in semantically meaningful and nameable similarities.
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Fig. 6: Extracting meaningful clusters from concept strength vectors. We
perform K-Means clustering over concept activation vectors on the Places365 dataset
to evaluate the semantic consistency of these latent representations. We show a random
subset of clusters: each block represents a cluster, and we show top concepts from the
cluster centroid and randomly selected images assigned to the cluster. We find that
highly semantically consistent clusters of concepts emerge (e.g. right: concepts and
images from classes related to farming are grouped together).

5 Evaluation of DN-CBM

We now present results on the concept bottleneck models (DN-CBM) (Sec.
built on the discovered and named concepts (Secs. , evaluating accuracy
(Sec. , interpretability (Sec. , and effectiveness of interventions (Sec. .
Setup. Similar to prior work [36,41], we train linear classifiers on top of the
extracted concepts on four datasets—ImageNet [16], CIFAR10 [31], CIFAR100
31], and Places365 —and evaluate them for accuracy and interpretability.
We train with various hyperparameters and pick the configurations based on
performance on a heldout set. We compare our CBMs with recently proposed
label-free approaches: LF-CBM [36], LaBo [58], DCLIP and CDM [41], and
also report the linear probe and zero-shot performance of the CLIP model we use
as a backbone for reference. We use the respective concept sets of each baseline
method, and for a fair comparison, the same feature extractor across methods.

5.1 Classification Performance

In Tab. we show the classification performance of our DN-CBM on four
datasets and two feature extractors and compare them with the baselines. We
find that DN-CBM is highly performant across datasets and backbones. Despite
being task-agnostic, DN-CBM almost always outperforms the baselines, which
use concept sets optimized for the downstream task, showing the generality of
our approach. The highest gains are with Places365 (i.e. 52.70—53.53 pp. on
ResNet-50 and 52.58—55.11 pp. on ViT-B/16), which is a scene-classification
dataset rich in a wide variety of objects, which correspond to coarser, higher
level concepts than e.g. body parts of animals as in ImageNet or CIFAR10, and
are likely more well-represented in our concept space trained on CC3M.

5.2 Interpretability of DN-CBM

Local Explanations (Image-Level). In Fig. El, we show qualitative examples
of local explanations from our DN-CBM, i.e., explanations of individual deci-
sions. For each image, we show the most contributing concepts along with their
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Table 1: Performance of our CBM in comparison to prior work. We report the
classification accuracy (%) of our CBM and baselines using CLIP ResNet-50 and ViT-
B/16 feature extractors (ViT-L/14 in Appendix C) on ImageNet, Places365, CIFAR10,
and CIFAR100. We find that our CBM performs competitively and often outperforms
prior work, despite using a common set of concepts across datasets. ‘*’ indicates results
reported for the respective baselines, and zero-shot performance is as reported by [44].

Model Task CLIP ResNet-50 CLIP ViT-B/16
Agnostic INMN  Places Cifl0  Cif100 IMN Places Cifl0 Cif100
Linear Probe - 73.3* 53.4 88.7* 7T0.3* 80.2* 55.1 96.2* 83.1*
Zero Shot - 59.6* 38.7 75.6% 41.6* 68.6* 41.2 91.6* 68.7*
LF-CBM |36| X 67.5 49.0 86.4* 65.1*% 75.4  50.6 94.6 77.4
LaBo |58| X 68.9 - 87.9*% 69.1%* 78.9 - 95.7 81.2
CDM [41] X 72.2% 52.7% 86.5% 67.6* 79.3% 52.6*% 95.3*% 80.5*
DCLIP [34] X 59.6 379 - - 68.0% 40.3% - -

DN-CBM (Ours) v/ 72,9 53.5 876 675 79.5 55.1 96.0 82.1

contribution strengths. We find that the concepts used are intuitive and class-
relevant, thus aiding interpretability. The concepts used are also diverse, and
include objects in the scenes (e.g. ‘rocks’ for ‘swimming hole’; top-right), similar
features (e.g. ‘toaster’ given the corroded surface for ‘junkyard’, bottom-left),
and high-level concepts (e.g. ‘abandoned’ for ‘junkyard’, bottom-left). Interest-
ingly, we also find concepts associated with the class (e.g. ‘alps’ or ‘everest’ for
‘glacier’, top-left), which shows that the model’s decision is also based on what
a scene looks like, akin to ProtoPNets [12]|. Finally, we observe that the concepts
for predicting the same class change based on the contents of the image, e.g. in
the bottom row, we find that despite both images depicting a junkyard where
the most influential concept is ‘corrosion’, the second highest concepts are ‘car’
and ‘tractor’ respectively, reflecting the image contents.

In Fig. |8, we also compare explanations from DN-CBM with baselines (LF-

CBM, CDM) on the same images from Places365. Interestingly, we find that
our approach yields similarly convincing explanations as prior state-of-the-art
CBM models, despite the fact that it does not use a task-specific vocabulary
and extracts the concepts on a separate dataset (CC3M).
Global Explanations (Class-level). In Fig.[9] we show qualitative examples
of global explanations from our DN-CBM, i.e., explanations of which concepts
contribute the most to a class as a whole. To do this, for each class, we compute
the average contribution of all concepts for images from that class, and visu-
alize the set of top concepts. Qualitatively, we find this set to be semantically
consistent with what is contained in each class.

5.3 Effectiveness of Concept Interventions

In addition to understanding model decisions, explanations have also been used
to debug models [30] and fix models’ reasoning [43}/45,48]. Specifically, concept
bottleneck models allow human interventions on individual concepts to control
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Predicted Class: Glacier Most Strongly Contributing Concepts
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the Places365 dataset along with the top concepts contributing to the decision. We
find that our CBM classifies based on a diverse set of concepts present in the image,
including objects, similar features, higher level concepts, and things associated with
the class (e.g. similar locations), thus aiding interpretability.

Predicted: Swimming hole Ours LF-CBM (]}
W™
E o+ ke o rver RS may be rocky or forested [
- e ) 2 o S o
e N
Predicted: Raft Ours LF-CBM CcDM
m 4175 Jetted or bubbling water FRT] chlorinated water +8.87
At m +0.80 flotation devices [RO¥:14 the water is hot to the touch BCX::}

Fig. 8: Comparing interpretability across CBMs. We show an example from
the Places365 dataset with explanations consisting of top contributing concepts using
our CBM, LF-CBM , and CDM . We find that our approach yields similar
explanations despite not querying LLMs for concepts specific to the task and instead
using a single task-agnostic concept bottleneck layer that is named post hoc.

Class: Amusement arcade Class: Amusement park Class: Apartment building outdoor

R

daycare acrobat towers
display
playground
tv
laserjet
budgeting
playstation
holdem

ore harlem

festival courthouse
clic windows
transmitter victorian
bridges

carnival

mississauga
travelodge
townhouse
bidg

arcade wheel : 2 B 8 | condominiums

Top Concepts

playground
disneyland

scrabble

Fig. 9: Class-wise explanations of CBMs. We show examples of classes from the
Places365 dataset with the top contributing concepts. For each class, we show random
examples of images belonging to that class and select concepts with the highest average
contribution across all images from the class in the validation set. We find that our
approach yields classifiers that use concepts highly semantically related to each class.

the models’ reliance on them. We assess the effectiveness of our DN-CBM with
interventions by training on the Waterbirds-100 dataset. This contains



14 S. Rao et al.

images of Landbirds and Waterbirds, with landbirds (waterbirds) on land (wa-
ter) backgrounds during training, but without any such correlation in the test
set. Following [43l/46] we evaluate if intervening to (1) only keep bird related con-
cepts, and (2) only remove such concepts increases (respectively, decreases) the
performance on the worse group classification. To do this, we train a DN-CBM
model that uses only five concepts for each class. For full details, see Appendix
B.4.

In Tab. 2] we report the accuracy before and after the two interventions. We
find that keeping only bird related concepts significantly improves the overall
and worst group (Landbird on Water, Waterbird on Land) accuracies, with only
a small drop in the other groups. Similarly, removing only such concepts leads
to a large drop in accuracies, showing the effectiveness of interventions.

Table 2: Performance before and after intervening on the concept bottle-
neck model trained for the Waterbirds-100 dataset. We report the classification
accuracy (%) on the full test set (‘Overall’) and each of the four groups (e.g. Land-
bird on Water, shown as ‘L.Bird@W’) before and after applying interventions. We find
that intervening to only keep bird relevant concepts increases the overall and worst
group [50] (Landbird on Water, Waterbird on Land) accuracy significantly, and con-
versely removing exactly these concepts leads to a large drop in accuracy, without
adversely affecting performance on the groups in the training set (‘Training Groups’).

Model Overall Worst Groups Training Groups
L.Bird@W W.Bird@QL L.Bird@L W.Bird@W
Before Intervention 82.8 71.3 57.5 98.6 93.3

Only Bird Concepts 89.4 (+6.6) 86.6 (+15.3) 71.3 (+13.8) 96.8 (-1.8) 91.4 (-1.9)
No Bird Concepts 60.8 (-22.0) 28.5 (-42.8)  28.8 (-28.7) 95.0 (-3.6) 85.8 (-7.5)

6 Conclusion

In this work, we proposed Discover-then-Name CBM (DN-CBM), a novel CBM
approach that uses sparse autoencoders to discover and automatically name
concepts learnt by CLIP, and then use the learnt concept representations as a
concept bottleneck and train linear layers for classification. We find that this sim-
ple approach is surprisingly effective at yielding semantically consistent concepts
with appropriate names. Further, we find despite being task-agnostic, i.e. only
extracting and naming concepts once, our approach can yield performant and
interpretable CBMs across a variety of downstream datasets. Our results further
corroborate the promise of sparse autoencoders for concept discovery. Training
a more ‘foundational’ sparse autoencoder with a much larger dataset (e.g. at
CLIP scale) and concept space dimensionality (with hundreds of thousands or
millions of concepts) to obtain even more general-purpose CBMs, particularly
for fine-grained classification, would be a fruitful area for future research.
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