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Abstract. The unprecedented surge in video data production in re-
cent years necessitates efficient tools to extract meaningful frames from
videos for downstream tasks. Long-term temporal reasoning is a key
desideratum for frame retrieval systems. While state-of-the-art foun-
dation models, like VideoLLaMA and ViCLIP, are proficient in short-
term semantic understanding, they surprisingly fail at long-term rea-
soning across frames. A key reason for this failure is that they inter-
twine per-frame perception and temporal reasoning into a single deep
network. Hence, decoupling but co-designing the semantic understand-
ing and temporal reasoning is essential for efficient scene identification.
We propose a system that leverages vision-language models for seman-
tic understanding of individual frames and effectively reasons about the
long-term evolution of events using state machines and temporal logic
(TL) formulae that inherently capture memory. Our TL-based reasoning
improves the F1 score of complex event identification by 9− 15%, com-
pared to benchmarks that use GPT-4 for reasoning, on state-of-the-art
self-driving datasets such as Waymo and NuScenes. The source code is
available at https://github.com/UTAustin-SwarmLab/Neuro-Symbolic-
Video-Search-Temporal-Logic.

Keywords: Video Understanding · Video Reasoning · Neuro Symbolic
AI · Temporal Logic · Formal Methods

1 Introduction

There is a significant increase in video data production, with platforms such as
YouTube receiving 500 hours of uploads every minute. Additionally, autonomous
vehicle companies such as Waymo generate 10-100 TB [27] of data, and world-
wide security cameras record around 500 PB [26] of data daily. Consequently,
we require tools with sophisticated query capabilities to navigate this immense
volume of video content. For instance, a query such as “Find me all scenes where
event A happened, event B did not occur, and event C occurs hours later” re-
quires advanced methods capable of long-term temporal reasoning. Surprisingly,
we find that today’s state-of-the-art (SOTA) video and language foundation
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Fig. 1: NSVS-TL Pipeline. The input query — “Find the ‘I’m Flying scene from
Titanic” — is first decomposed into semantically meaningful atomic propositions such
as “man hugging woman”, “ship on the sea”, and “kiss” from a high-level user query.
SOTA vision and vision-language models are then employed to annotate the existence
of these atomic propositions in each video frame. Subsequently, we construct a prob-
abilistic automaton that models the video’s temporal evolution based on the list of
per-frame atomic propositions detected in the video. Finally, we evaluate when and
where this automaton satisfies the user’s query. We do this by expressing it in a formal
specification language that incorporates temporal logic. The TL equivalent of the above
query is ALWAYS (□) “man hugging woman” UNTIL (U) “ship on the sea” UNTIL (U)
“kiss”. Formal verification techniques are utilized on the automaton to retrieve scenes
that satisfy the TL specification.

models fail to identify complex events, especially when key-frames are rare in a
video or when the input query is complex (see Fig. 2).

Our key insight is that these foundation models aggregate per-frame seman-
tics into a latent vector from which precise scene identification is difficult, es-
pecially over long videos. Instead, this paper innovates a novel neuro-symbolic
approach that composes neural perception with temporal logic reasoning. We
use vision-language models for per-frame semantic understanding but employ
state machines and temporal logic to reason about the long-term evolution of
events since they inherently capture memory.

Imagine we aim to pinpoint the iconic “I’m flying” scene in the movie Titanic.
How do we identify a 5-minute-long scene precisely within the 3-hour and 14-
minute movie? Our proposed method, Neuro-Symbolic Video Search with Tem-
poral Logic (NSVS-TL), presents a solution using a neuro-symbolic approach for
video understanding (see Fig. 1). Our key contributions can be summarized as:

1. Real-time Neuro-Symbolic Scene Identification: We propose a frame-
work that segregates temporal reasoning from perception, overcoming the
limitations of video-language models in localizing video segments in long
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videos. We employ perception models to identify frames relevant to the tem-
poral logic query. Subsequently, we construct an automaton to verify the sat-
isfiability of the temporal logic query. This segregation enables us to search
for temporally extended scenes over long videos.

2. Formal Verification of Video Frame Automaton against a TL Spec-
ification: Our algorithm seamlessly provides a confidence measure for pre-
dictions on localized scenes by leveraging formal verification on a TL specifi-
cation. We integrate the probabilistic model checker STORM [13] to formally
verify the automaton constructed during scene identification and to measure
the probability of satisfying the TL specification.

3. Datasets: We propose Temporal Logic Video (TLV) datasets. These include
a synthetic annotated video dataset created by stitching together images
of objects from the ImageNet [3] and COCO [17] datasets to verify frame
search algorithms. Additionally, we annotate autonomous vehicle datasets –
Waymo [27] and NuScenes [9] – with TL specifications derived from ground
truth object annotations such as “bus”, “pedestrian”, etc., in the scenes.

2 Related Work

2.1 Video Search and Event Detection

Fig. 2: Comparative Performance on
the Event Identification Task: Video
Language Models versus NSVS-TL.
The accuracy of event identification with
Video Language Models (Blue/Green)
drops as video length or query complexity
increases. In contrast, NSVS-TL (Orange)
shows consistent performance irrespective
of video length or query complexity.

Existing research in video event detec-
tion predominantly focuses on track-
ing the spatio-temporal information
of objects to identify events by em-
ploying deep neural networks for
learning latent representations like
objects’ motion and position [4, 7, 8,
12,16,21,33,40]. These methods learn
latent representations of videos for
downstream event detection or clas-
sification, which require substantial
computational resources for training
neural networks [7, 8, 16]. In contrast,
our approach leverages SOTA vision
or vision-language models for per-
frame semantic recognition, reducing
the need for such infrastructure.

Additionally, some studies focus
on searching and detecting events de-
scribed in natural language [4, 34].
Video language models — Video-
Llama [39] and Video-ChatGPT [18]
— integrate language foundation
models like GPT-4 [22] and Llama [29] for video question answering and zero-
shot event recognition. However, their aggregation of temporal video information
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hinders accurate frame identification in long videos. To address this, some meth-
ods have introduced temporal logic for event detection [2, 35]. In contrast, our
proposed method focuses on scene identification of any temporal length.

2.2 Symbolic Video Understanding

Many works explore approaches to building symbolic representations for video
understanding. Such symbolic representations of videos are useful for video clas-
sification [6, 30], event detection [16, 21, 33], video question-answering [28, 36],
etc. Existing methods either construct graph structures [20,32,37] or use latent-
space representations as symbolic representations of videos [1,15,25]. Among the
existing works, several of them propose methods of learning symbolic represen-
tation to understand long videos [11, 28, 31, 32]. However, these approaches also
rely on latent-space representations, which lack interpretability. In contrast, we
use a fully interpretable automaton-based representation that provides formal
guarantees to downstream tasks like video search.

3 Preliminaries

We introduce a practical example to assist the reader in understanding our
proposed methodology. Let’s consider a scenario where our objective is to ensure
that an autonomous vehicle follows a safety protocol when children are present
in school zones. The key query for this test is: “Find all scenes where the school
zone sign is visible and children are present, continuing until the vehicle exits
the school zone”.

3.1 Neural Perception Model

Understanding the semantics of a frame: The initial step involves identifying
frames corresponding to propositions in the query — such as “school zone sign”
and “children”. Therefore, we require the use of vision or vision-language neural
perception models. Our method incorporates neural perception models to extract
information from video frames, focusing on object detection capabilities. The
confidence scores produced by these models are crucial as they indicate the level
of certainty in detection results, which significantly impacts the accuracy of the
subsequent temporal logic analysis and scene identification.

3.2 Temporal Logic

Reasoning about events across time: Temporal logic (TL) provides a structured
framework for describing and reasoning about the temporal properties of se-
quences or processes [5, 19]. It extends classical logic with temporal operators
to express propositions about the flow of time. In video analysis, temporal logic
can be used to define complex conditions or sequences of events within a video
stream. The syntax of temporal logic is composed of a set of first-order logic
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operators, a set of temporal operators, and a set of propositions. The set of first-
order logic operators includes AND (∧), OR (∨), NOT (¬), Implies ( =⇒ ), etc.
The set of temporal operators includes Always (□), Eventually/Exist (♢), Next
(X), Until (U), etc. Intuitively, for events a and b, □a means a = True for every
step, ♢b means there exists one step where b = True, and aUb means a = True
for all the steps before b = True, then b = True for all the subsequent steps. A
minimal syntax for temporal logic is specified as follows:

Φ ::= pk | ¬Φ | Φ ∨ Φ | Φ ∧ Φ | XΦ | Φ U Φ, (1)

where Φ is a temporal logic specification, pk ∈ P is an atomic proposition —
a statement or assertion that must be true or false. We denote P as the set
of all atomic propositions. Temporal logic includes linear temporal logic (LTL),
computation tree logic (CTL), probabilistic computation tree logic (PCTL), etc.
We present some of these terminologies in the Appendix.

For instance, in our running example, the set of propositions P includes
atomic propositions pk such as “SchoolZoneSign” and “Children”, and the tem-
poral logic specification for the query is formulated as:

Φ = (SchoolZoneSign ∧ children) U ¬SchoolZoneSign. (2)

3.3 Probabilistic Automaton

Constructing a model of video: A Probabilistic Automaton (PA) is a mathemati-
cal model used to represent dynamic systems transitioning across various states
with associated probabilities in response to certain inputs. The PA is defined as
a 5-tuple A = (Q,Ω, δ,Q0, F ), where:

– Q is a finite set of states in which the automaton can reside.
– Ω is a finite set of symbols, or inputs, that trigger transitions between states.
– δ : Q × Ω × Q → [0, 1] is the transition function that maps a transition

from one state to another given an input symbol with the probability of that
transition. The sum of the probabilities for all outgoing transitions from a
state q equals 1, ensuring a complete probability distribution.

– Q0 ⊂ Q∧Q0 ̸= ∅ is the set of initial states from which the automaton begins
its operation.

– F ⊆ Q is the set of acceptance or terminal states representing successful
terminations.

In the running example, Q0 is defined by the initial detection of “SchoolZone-
Sign” and “Children”. The terminal states F might contain conditions where the
“SchoolZoneSign” is no longer detected, indicating the vehicle’s exit from the
school zone. The PA is a sophisticated model that transitions through states
based on the temporal logic specification Φ (see Eq. (2)). The transition prob-
abilities between these states are quantified by δ, with Q0 and F denoting the
start and end of the scenes of interest. Q and δ are illustrated in Fig. 3 in de-
tails. With this constructed PA, we now conduct formal verification to ascertain
whether the PA conforms to our predefined specification Φ.
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3.4 Formal Verification

Verifying frames of interest against pre-defined specifications: Formal verification
involves mathematically proving that a system adheres to specified properties.
One such technique under formal verification is Model Checking, a formal veri-
fication technique leveraged to check if a model of a system adheres to a set of
specified properties. Given a model M and a specification Φ expressed in a suit-
able logic, model checking systematically explores the state space of M to verify
if Φ holds. If M satisfies Φ, denoted as M |= Φ, the model checking algorithm
returns true; otherwise, it returns false. In the context of our running example,
this step ensures that the PA precisely adheres to the vehicle’s compliance with
safety protocols while driving in the school zone.

4 Methodology

We introduce a novel way to identify scenes of interest using a neuro-symbolic
approach. Given video streams or clips and a TL specification Φ, Neuro-Symbolic
Visual Search with Temporal Logic (NSVS-TL) identifies scenes of interest through
four steps:

– Step 1: We calibrate the confidence of neural perception models to ensure
precise object detection. This calibration enables the detection of relevant
propositions in a given frame to construct a PA.

– Step 2: Subsequently, each frame undergoes a validation process with two
distinct validation functions. This step ensures that only frames containing
relevant visual information proceed to the next phase of the method.

– Step 3: Upon validation, we construct a probabilistic automaton to encap-
sulate the temporal and logical relations between successive frames.

– Step 4: Finally, we utilize model checking to determine whether a con-
structed automaton satisfies the TL specification. If an automaton passes
this check, then a sequence of frames within the automaton is identified as
a scene of interest by the given TL specification.

Calibrating Neural Perception Model. We first calibrate neural perception mod-
els, fv, which detect atomic propositions pk in a frame Ft, where t represents
the frame’s time index with a confidence ŷ for probabilistic verification. We use
a generalized logistic function as a mapping estimation function z(ŷ), which cal-
ibrates the confidence of models into an accuracy metric, as defined in Eq. (3):

z(ŷ) =
1

1 + e−k(ŷ−ŷ0)
, (3)

where k is a scaling factor that adjusts the sensitivity and ŷ0 is an inflection
point. We optimize k and ŷ0 to calibrate the neural perception models as pre-
sented in Fig. 4. We also empirically select optimal thresholds for true positives
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Fig. 3: Sample Automaton of the
Running Example. Illustrates transi-
tions from F1 to F3. Key transitions in-
clude: q1,2 → q2,0 with a 0.62 probabil-
ity for only children, q1,2 → q2,1 with a
0.14 probability for both sign and chil-
dren, and q1,2 → q2,2 with a 0.24 prob-
ability for only the sign. There are only
children in F3. Therefore, all states in
F2 are connected to q3 with 1.0 proba-
bility.

(γtp) and false positives (γfp). The calibration function, which incorporates these
thresholds along with a mapping estimation function, is presented in Eq. (4):

g(ŷ; γfp, γtp) =


0 if ŷ < γfp,

1 if ŷ > γtp,

z(ŷ) otherwise.
(4)

For confidence below γfp, it outputs 0, indicating low reliability. Above γtp, it
outputs 1, reflecting high accuracy. For intermediate confidence levels, it utilizes
a mapping estimation z(ŷ) as illustrated in Fig. 4.

Frame Validation. Following the calibration step, the process transitions to
frame validation. To ensure the presence of atomic propositions, we first vali-
date a frame Ft defined by a detection verification function:

Vc(Ft, P ) =

{
1 if g(fv(Ft, pk); γfp, γtp) > 0,∀pk ∈ P

0 otherwise.
(5)

A frame Ft is considered valid for the automaton if Vc(Ft, P ) = 1. However, this
is not enough to consider the inclusion of Ft in the automaton. For instance,
consider a slight modification to our running example:

Φ = (SchoolZoneSign ∧ children)U¬adults. (6)

In this case, we are interested in children walking around the school zone unac-
companied by adults. If we solely rely on the validation function from Eq. (5),
frames that include a school sign, children, and adults are added to the au-
tomaton. However, including frames with adults contradicts our requirement to
exclude them. To address this, we implement symbolic verification to ensure a
frame Ft aligns with our TL specification Φ. This process involves evaluating
frames against both first-logic operators (denoted as Ψ) and temporal operators
(denoted as Θ) defined in Φ as follows:

Ψ = {ψ | ψ ∈ {∧,∨,¬, . . .} ∧ ψ appears in Φ}, (7a)
Θ = {θ | θ ∈ {□,♢,U, . . .} ∧ θ appears in Φ}. (7b)
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Fig. 4: Calibrating Neural Percep-
tion Models. We empirically select
the optimal false positive threshold as
shown in the left figure, while the
right figure illustrates mapping estima-
tion functions optimized for each neu-
ral perception model.

During a symbolic verification process, each frame initially evaluates the set of
first-order logic operators Ψ . Formally, Ft is satisfied on Ψ , denoted as Ft |= Ψ ,
if and only if the following conditions hold:

– Conjunction (∧): A frame Ft is satisfied on Ψ for the conjunction only if
both propositions p1 and p2 associated by ∧ are present in Ft.

– Disjunction (∨): A frame Ft is satisfied on Ψ for the disjunction if at least
one of the propositions p1 and p2 associated by ∨ is present in Ft.

– Negation (¬): A frame Ft is satisfied on Ψ for the negation if the proposition
pk is not present in Ft.

In our running example (see Eq. (6)), a frame Ft must have a school zone
and children, but not adults. This is represented by a combination of connection
(∧) and negation (¬) operators. A frame that includes a school sign and children
satisfies the conjunction requirement (∧). However, if adults are also present in
the same frame, it violates the negation criterion (¬), as our query explicitly
requires the exclusion of adults.

While the first part of symbolic verification, using logical operators (Ψ) helps
identify frames where children are present without adults (¬adult), it can ignore
the important temporal aspects of our query. Consider a scenario in which our
objective is to observe children without adults in the school zone during the
period before any adult arrives. If we only validate frames on Ψ , a frame meets
the immediate logical requirements (children without adults) yet fails to capture
the essential temporal aspects — the arrival of adults. This deficiency highlights
the importance of integrating the temporal operators (Θ) in our evaluation.
Here, we examine the temporal relevance of each proposition in Φ as follows:

τ(pk) =


1 if ∃ pk such that θpk,

1 if ∃ pk, pk+1 such that pk θ pk+1,

0 otherwise,
(8)

where θ ∈ Θ (see Eq. (7b)). In conclusion, by the symbolic verification rules
defined above, a frame Ft is validated by the symbolic verification function
expressed as:

Vsv(Ft, P ) =

{
1 if (∃ pk ∈ P : τ(pk) = 1) ∨ (Ft |= Ψ),

0 otherwise.
(9)
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Therefore, combining the symbolic verification function with the detection veri-
fication function (see Eq. (5)), the frame validation function is defined as follows:

V (Ft, P ) =

{
1 if (Vc(Ft, P ) = 1) ∧ (Vsv(Ft, P ) = 1),

0 otherwise.
(10)

A frame Ft is valid for the automaton if V (Ft, P ) = 1.

Dynamic Automaton Construction. Once a frame Ft is validated by Eq. (10),
we construct a PA as a model of the video with validated frames. We call this
process Dynamic Automaton Construction because we dynamically construct
the automaton based on frame validation instead of building it for an entire
video. We first generate 2|P | new automaton states, where |P | is the number of
atomic propositions. Each of these states corresponds to a specific combination
of propositions from the set P , thereby allowing a comprehensive representa-
tion of all possible combinations of propositions within the automaton. In our
running example (see Eq. (2)), we construct four states representing all possible
combinations of atomic propositions or their negation with the proposition set
P = {p1, p2}, where p1 = SchoolZoneSign and p2 = Children. The labels for
these states would be p1 ∧ p2,¬p1 ∧ p2, p1 ∧ ¬p2, and ¬p1 ∧ ¬p2, respectively.

After creating new states, we compute the transition probabilities from pre-
vious states to new states qt,ω where ω ∈ 2|P | as follows:

Pt,ω =
∏
pk

g(fv(Ft, pk); γfp, γtp) ∀pk ∈ P. (11)

The probability of the negation of a proposition (¬pk) is computed as 1 −
g(fv(Ft, pk); γfp, γtp). For every new state qt,ω with a probability Pt,ω > 0, we
construct transitions from the previous states qt−1,ω to qt,ω. In this case, Pt,ω

represents the probability of the transition from any state in frame Ft−1 to the
new state qt,ω of Ft. We illustrate how the automaton is created for our running
example in Fig. 3.

Model Checking. Once we have constructed the automaton (model of a video), we
apply model checking using STORM [14], a probabilistic model checking method,
to determine whether it satisfies our specification formulated by probabilistic
computation tree logic (PCTL). Our method iteratively processes frames and
dynamically builds the automaton. This ensures that its evolving structure aligns
with the desired TL specifications. This verification step checks the automaton’s
transitions and states to ensure they comply with the probabilistic temporal
properties defined in the TL specification.

When the automaton A (see Sec. 3) satisfies Φ, it indicates that all frames in
A correspond to our defined scenes of interest. Subsequently, all frames repre-
senting the automaton’s states are added to the scenes of interest set S. After this
addition, the automaton A is reset (A = ∅), preparing the system for processing
subsequent frames. The process then proceeds with frame Ft+1, repeating the
previous steps and including frames that satisfy Φ into S. In the context of our
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running example, all frames are added to S when an autonomous vehicle exits
a school zone where children are present.

5 TLV: Temporal Logic Video Datasets

Given the lack of SOTA video datasets for long-horizon, temporally extended
activity and object detection, we introduce the Temporal Logic Video (TLV)
datasets. The synthetic TLV datasets are compiled by stitching together static
images from image datasets like COCO [17] and ImageNet [3]. This enables
the artificial introduction of a wide range of TL specifications. Additionally, we
create two video datasets annotated with TL specifications based on the open-
source autonomous vehicle (AV) driving datasets NuScenes [9] and Waymo [27].
The dataset is available on GitHub3.

5.1 Dataset Compilation

The synthetic TLV datasets are compiled by combining static images randomly
selected from the COCO and ImageNet datasets. The propositions selected from
the ground truth labels of the original datasets are used to generate TL specifi-
cations. For example, if ‘person’ and ‘car’ are selected from the original COCO
dataset, they become the propositions for the dataset. Possible TL specifications
could be either “person and car” or “person until car”. Applying this approach to
autonomous driving, we similarly annotate the Waymo and NuScenes datasets,
using detected ground truth object labels to create TL annotations. The total
number of frames of TLV datasets is detailed in Tab. 1.

Ground Truth TL Specifications Synthetic TLV Dataset Real TLV Dataset

COCO ImageNet Waymo Nuscenes

Eventually Event A 15,750 15,750 - -
Always Event A 15,750 15,750 - -
Event A And Event B 31,500 - - -
Event A Until Event B 15,750 15,750 8,736 19,808
(Event A And Event B) Until Event C 31,500 - 5,789 7,459

Table 1: The number of frames in Synthetic TLV and Real TLV Datasets.

5.2 Ground Truth Temporal Logic Specifications

1. Always/Eventually event A. These temporal logic queries can be ex-
pressed as either Φ = □ pk or ♢ pk, identifying occurrences of a single event
within a video. For instance, a natural language equivalent of this query is
“Identify all frames depicting a car accident” or “Locate all frames showcasing
an animal’s presence”.

3 https://github.com/UTAustin-SwarmLab/Temporal-Logic-Video-Dataset

https://github.com/UTAustin-SwarmLab/Temporal-Logic-Video-Dataset
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2. Event A and B. This scenario involves the concurrent occurrence of two
distinct events streams, expressed as Φ = p1 ∧ p2. Natural language specifi-
cations such as “Locate all frames that have a pedestrian and a vehicle” or
“Locate scenes that show a car accident and a pedestrian crossing” can be
represented by this TL query.

3. Event A until event B. It evaluates scenarios where a specific event p1 is
to be identified and monitored until another event p2 occurs, expressed as
Φ = p1 U p2. For instance, “Identify all scenes where a pedestrian is walking
until a vehicle passes by”.

4. Event A and B until C. This specification encapsulates a video where
two simultaneously occurring events are monitored up to the point a third
event occurs; for example, “Recognize scenes that show a child playing and
dog barking until an adult appears”. It is expressed by Φ = (p1 ∧ p2) U p3.

The synthetic TLV dataset is constructed based on all the TL specifications
mentioned above. In contrast, the AV datasets are more specifically focused on
the TL specifications of “Event A until B” and “Event A and B until C”. This is
due to the fact that generating some TL specifications for real datasets would
require altering the original video sequences, a scenario we aim to avoid.

6 Experiment

In our experiments, we assess NSVS-TL on diverse scene identification tasks
using multiple datasets, aiming to answer key questions:

– How significantly does the choice of a neural perception model influence the
performance of scene identification in the NSVS-TL system?

– Given the optimal perception model, how does the efficacy of NSVS-TL,
which employs TL to reason over detected propositions per frame, compare
to that of a Large Language Model (LLM) across various TL specifications?

– How does the duration of a video affect the performance of our method when
the event is rare (in a long-duration video) or is temporally extended?

6.1 Neural Perception Models

We utilize various neural perception models to assess the impact of different
perception models on scene identification. We leverage SOTA computer vision
models such as YOLO V8 [24], Grounding Dino [38], Masked R-CNN [10], and
Contrastive Language-Image Pre-training (CLIP) [23]. We use an image detec-
tion model instead of a video detection model for several reasons. First, we define
a video as a sequence of frames, so detecting objects in each frame effectively
means detecting objects throughout the entire video. Second, image detection
can process per-frame input faster than video object detectors, making it essen-
tial for real-time video understanding, which is one of our key contributions.
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(a) (b)

Fig. 5: Performance of NSVS-TL Across Different Video Lengths. Fig. 5a
demonstrates the impact of various neural perception models on scene identification
performance. Additionally, Fig. 5b illustrates the F1 scores for scene retrieval against
the video length, fulfilling the “A until B” temporal specification.

6.2 Benchmarks for Scene Identification

Analysis of our method, benchmarked against video-language foundation models
such as Video-Llama and ViCLIP, reveals their inherent limitations in handling
long-term and complex temporal queries (see Fig. 2). While these models perform
well with shorter sequences, they lack robust temporal reasoning capabilities and
struggle with extended video lengths. This limitation makes them less effective
for long-term event detection tasks. Moreover, no current models exist that are
capable of retrieving precise scenes or frames based on textual description or TL
specification, despite their ability to understand the semantics of video content.
Hence, we design benchmarks for a balanced comparison that uses LLMs for
reasoning over per-frame annotations instead of TL. Initially, neural perception
models provide per-frame annotations to LLMs such as GPT. These LLMs are
then prompted to identify scenes of interest according to specified propositions
and TL specifications. We use these benchmarks to evaluate the impact of video
length on scene identification performance. The prompts and methodologies ap-
plied in these comparisons are elaborated in the Appendix.

Model COCO-TLV + ImageNet-TLV Waymo-TLV NuScenes-TLV

♢ A □ A A ∧ B A U B (A ∧ B) U C A U B (A ∧ B) U C A U B (A ∧ B) U C

Grounding Dino 0.30 0.50 0.28 0.30 0.33 - - - -
CLIP-ViT-B-32 0.69 0.68 0.12 0.60 0.47 - - - -
YOLOv8n 0.55 0.51 0.66 0.43 0.58 0.20 0.18 0.17 0.05
YOLOv8m 0.75 0.72 0.84 0.67 0.77 0.38 0.28 0.31 0.16
YOLOv8x 0.79 0.77 0.85 0.72 0.80 0.48 0.38 0.32 0.17
Masked R-CNN 0.81 0.84 0.85 0.75 0.74 0.83 0.80 0.64 0.52

Table 2: Comprehensive Performance Comparison Across Models and TLV
Datasets. This illustrates the impact of different neural perception models across
various datasets. The meaning of each symbol is described in Sec. 5.2.
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Fig. 6: Comparative Performance of NSVS-TL Across Complex Temporal
Logic Specifications. The upper box plots demonstrate NSVS-TL’s performance
to benchmarks across different TL specifications. The lower section displays selected
scenes from the NuScenes-TLV dataset, highlighting practical applications and results.

6.3 Evaluation Metrics

We evaluate our method using multi-class classification metrics such as precision,
recall, and F1 score for scene identification. The F1 score was used to evaluate
our method with a balanced consideration of both precision (correctly identified
frames / all frame identifications) and recall (correctly identified frames / correct
ground truth frames), aiming to minimize false positives and false negatives.
This measure is crucial for accurately detecting and retrieving relevant frames,
indicating the effectiveness of our method in pinpointing specific scenes. The
TLV Dataset, with its ground truth annotations, was used for this evaluation.

7 Results

Impact of different Neural Perception Models. Our work introduces a novel
methodological approach that combines a neural perceptual model with sym-
bolic methods. This integration provides a new perspective in understanding
long-horizon videos. In fact, we propose a framework that allows for the integra-
tion of any neural perceptual models into our work, enhancing the capability to
understand videos and enabling us to localize frames of interest with respect to
queries. We show a comparison between different neural perceptual models in
Tab. 2 and Fig. 5a. We observe that NSVS-TL with various neural perception
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models performs differently depending on the complexity of the TL specifica-
tion and datasets. The variation underscores the importance of these models’
inherent visual detection capabilities for scene identification.

Comparative Analysis of Temporal Logic and LLM-based Reasoning for Frame
Retrieval. We evaluate TL-based reasoning against LLM-based reasoning over
per-frame semantic annotations derived from neural perception models. The
evaluation is conducted on four datasets: COCO-TLV, ImageNet-TLV, NuScenes-
TLV, and Waymo-TLV. The results are collectively presented in Fig. 6. For single
event scenarios such as “Always/Eventually Event A Occurs”, both our method
and LLM-based reasoning perform reasonably well since these events do not
require complex reasoning. In multi-event scenarios (“Event A and Event B”,
“Event A until Event B," and “Event A and Event B until Event C"), our TL-
based reasoning outperforms all LLM-based baselines.

Impact of Video Length and Temporally Extended Scenarios on scene identifica-
tion. We evaluate multi-event sequences with temporally extended gaps, such
as those in the specification of events A until B. For these scenarios, we de-
sign a scene identification task that extends the video length: event A starts
at the beginning and continues until event B occurs at the end. This tests the
reasoning capacity of the LLM benchmarks as the temporal distance between
events increases. The scene identification performance of GPT-3.5 and GPT-3.5
Turbo Instruct degrade within videos that are 500 seconds long as illustrated
in Fig. 5b. GPT-4, on the other hand, suffers from a sharp decline in perfor-
mance for videos whose lengths range from 1000 seconds and more. In contrast,
NSVS-TL maintains consistent performance throughout. This consistency is ob-
served even in videos spanning up to 40 minutes or 2400 seconds, indicating
NSVS-TL’s potential reliability in handling even longer videos.

8 Conclusion

NSVS-TL, a neuro-symbolic method, enhances video understanding and scene
identification in contexts demanding extended temporal reasoning. NSVS-TL,
advances scene identification across various video durations by integrating se-
mantic understanding with temporal reasoning. Unlike other methods focusing
on short-duration video reasoning, we propose a novel approach for comprehend-
ing long-horizon, temporally extended videos.

Limitations and future work. NSVS-TL’s per-frame neural perception is
limited in capturing multi-frame semantics, especially in scenarios that require
understanding sequences, like “man falling from a horse”, though it performs well
with simpler scenarios such as “man on a horse”. Future work will focus on in-
terpreting multi-frame events, thereby extending its use in more complex video
understanding tasks.
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