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Abstract. In digital pathology, segmenting densely distributed objects
like glands and nuclei is crucial for downstream analysis. Since detailed
pixel-wise annotations are very time-consuming, we need semi-supervised
segmentation methods that can learn from unlabeled images. Existing
semi-supervised methods are often prone to topological errors, e.g., miss-
ing or incorrectly merged/separated glands or nuclei. To address this
issue, we propose TopoSemiSeg, the first semi-supervised method that
learns the topological representation from unlabeled histopathology im-
ages. The major challenge is for unlabeled images; we only have predic-
tions carrying noisy topology. To this end, we introduce a noise-aware
topological consistency loss to align the representations of a teacher and
a student model. By decomposing the topology of the prediction into
signal topology and noisy topology, we ensure that the models learn the
true topological signals and become robust to noise. Extensive experi-
ments on public histopathology image datasets show the superiority of
our method, especially on topology-aware evaluation metrics. Code is
available at https://github.com/Melon-Xu/TopoSemiSeg|
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1 Introduction

In digital pathology, histopathology images can provide crucial insights for clin-
ical diagnoses and treatment planning. Pathologists can make diagnosis and
prognosis decisions by studying the morphology of glands/nuclei and their spa-
tial arrangements. For example, assessing gland morphology can help pathol-
ogists determine different stages of colon cancer [12| and prostate cancer [35].
Traditionally, this would rely on manual annotations by pathologists, which is
costly, time-consuming, and error-prone. To alleviate this burden, deep learn-
ing methods have been proposed to automatically segment the objects of in-
terest [3}/13,[22,/50}/65]. However, despite their satisfactory performances, these
methods still rely on a large amount of high-quality annotations, which is ex-
pensive and requires a lot of domain expertise.
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Fig. 1: Illustration of the significance of topological correctness in gland segmentation.
(a) an input image. (b) ground truth GT. (c) the result of SOTA semi-supervised seg-
mentation method |64] devoid of any topological regularization. (d) our segmentation
result. For the regions within boxes, the SoTA’s result has errors that, while minor at
the pixel level, significantly alter the semantic interpretation. The red boxes indicate
prediction errors such as incorrectly merging adjacent glands, the box indicates
false positive gland predictions, and the green boxes indicate the false negative holes
in glands. These errors affect the pathologist’s decision and analysis.

One of the dominant schemes to reduce the cost of annotation is semi-
supervised learning (SemiSL) [11123,/26,30,43}48}/54,/61,/62]. SemiSL leverages a
small group of labeled data along with a large amount of unlabeled data to train
a model. By harvesting the rich information in the unlabeled data, they can
perform as well as fully-supervised methods. While existing works mostly focus
on pixel-wise accuracy, limited progress has been made to address topological
correctness. At regions where glands or nuclei are densely distributed, the model
tends to make topological errors such as mistakenly merged/separated glands, or
missing components. See Fig. [I]for an illustration. Even a strong semi-supervised
method like [64] still fails to properly maintain glands’ topological correctness,
as highlighted by the boxed regions. Such topological errors significantly change
their morphological measures. Similar issues also occur in the nuclei segmen-
tation task due to dense distribution characteristics. If not addressed properly,
these topological errors will significantly impact downstream analysis.

In this paper, we investigate how to help models learn the correct topological
characteristics from unlabeled data. Traditional methods [6}|17,[18}|20} |44} 51|
solve the segmentation problem by encoding topological properties as constraints
during training. However, these methods require ground-truth annotations and
a clean topology to train. Therefore, they are not able to exploit unlabeled data.

To address this issue, we propose the first topology-aware solution for semi-
supervised segmentation of histopathology images. Unlike the clean topology of
the ground truth (GT), the topology of the predictions is noisy and contains
spurious structures (see Fig. . These noisy structures may be the holes
inside large glands or small islands that are false positives. They will oscillate
through training and significantly distract the learning from concentrating on
the true topological signals (the structures we want to preserve).

To this end, based on the teacher-student framework [46], we propose to
enforce noise-aware topological consistency between the predictions of different
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Fig.2: (a) A predicted likelihood map f, (b) the binary prediction, and (c) the
corresponding persistence diagram Dgm/(f), which tends to be noisy. In (d), consider
the filtration for different values of threshold c. Notice that there are three true, or
signal, structures, denoted by colors red, green, and blue, which persist across the
range of c. Hence the dots corresponding to these structures are located at the upper-
left corner of Dgm(f). The remaining colors denote several noisy structures which
persist for a short range of ¢, and thus their dots appear closer to the diagonal. Note
that we only show 0-dim persistent dots referring to connected components in Dgm(f).

augmented inputs. More specifically, we propose to decompose the topological
structures of a potentially noisy prediction into signal topology and noisy topol-
ogy. This can be achieved by decomposing the topological features, formalized
as the persistence diagram (PD) [10], into signal and noise. We only enforce
the signal topology of the teacher and the student’s prediction to be consistent.
This is achieved by a signal topology consistency loss that matches the signal
topological features using the Wasserstein distance . Meanwhile, for the
noisy topological features, we introduce a noisy topology removal loss, based on
a theoretical measure called total persistence . It aggregates the saliency of
all noisy topological structures. Minimizing it essentially removes all these noisy
structures. Combining the proposed signal topology consistency loss and noisy
topology removal loss with the classic pixel-wise consistency loss, our method
achieves the desired goal and ensures the student model learns the robust topo-
logical representations from the unlabeled data.

We note that the method in (which we refer to as TopoLoss) also de-
signed a topology-aware loss based on the persistence diagram. However, this
method is designed for a fully-supervised setting and relies heavily on the clean
persistence diagrams of the GTs. The clean GTs facilitate the straightforward
matching of the persistent dots. In contrast, SemiSL encounters a unique issue
where we only have noisy predictions of the unlabeled data, containing a lot of
spurious structures. A non-trivial solution is required to address the challenge
of matching two noisy PDs. Hence, the previous TopoLoss cannot adapt to the
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teacher-student network, where we are forced to compare the topology of noisy
predictions.

We evaluate the proposed method by conducting experiments on three pub-
lic histopathology image datasets. The results show that our method outper-
forms other SoTA semi-supervised methods on both pixel- and topology-wise
evaluation metrics, across 10% and 20% labeled data settings. In summary, our
contributions are as follows:

— We propose the first topology-aware semi-supervised framework that en-
forces topological consistency in segmenting densely distributed objects of
interest in histopathology images.

— We propose a learning strategy that produces robust topological representa-
tions from the noisy topological feature space of the unlabeled images.

— Through extensive experiments on multiple histopathology imaging datasets,
we show that our method effectively improves the segmentation quality both
pixel- and topology-wise.

2 Related work

Segmentation with limited annotations. To address the scarcity of anno-
tated data, semi-supervised learning (SemiSL) has emerged as a pivotal method-
ology in medical image segmentation [24]. The primary schemes in this domain
encompass pseudo-labeling [39,[57}/62], consistency learning [21,31}/37] and en-
tropy minimization [2}/14,/53]. Pseudo-labeling-based methods aim to generate
pseudo-labels for unlabeled data, which are then used to train the model further.
To improve the quality of pseudo-labels, Wang et al. [52| propose a confidence-
aware module to select pseudo labels with high confidence. Some works try to
refine the pseudo-labels by morphological methods [47] or by adding additional
refinement networks [40L/62]. By learning better representations that pull simi-
lar samples together and push dissimilar ones apart, contrastive learning is also
applied in SemiSL [1,/58}/59].

Another main scheme in SemiSL is consistency learning, which emphasizes
consistent predictions under various perturbations. Different perturbations at
input or feature level are proposed to make the model robust [31,32]. Also,
most of these methods are the variants of Mean-Teacher framework [46|, which
encourages invariant predictions for perturbed inputs, like combining with un-
certainty |60] and calculating different levels of consistency [4}33].

Topology-aware image segmentation. There are existing methods enforc-
ing segmentation to have correct topology [6,/15,/17,|18,[20 41} |44}|49.|51}|56].
These methods compare the predictions and ground truth (GT) in terms of
their topology, using differentiable loss functions based on tools such as per-
sistent homology [6}/18,44], discrete Morse theory [16,[19,/20], homotopy warp-
ing |17], topological interactions |15], and centerline comparison [41}51]. Despite
the success of these topology-aware segmentation methods, they rely heavily
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Fig. 3: An overview of our method. (a) denotes the labeled workflow. The student
model learns from labeled images via the supervised loss £°. (b) denotes the unlabeled
workflow. The student model learns from unlabeled images using £Y, which consists
of pixel-wise consistency loss Egixel and noise-aware topological consistency loss ,cé{)po.
(c) shows the details of our proposed noise-aware topological consistency loss E?Opo,
which encompasses our decomposition and optimal matching strategy, resulting in sig-
nal topology consistency loss LZ%I,O_CO“S and noisy topology removal loss ﬁ%po_rem.

on well-annotated, topologically correct labels, as well as the explicit topolog-
ical information extracted from these labels. These methods are not suitable
for a semi-supervised setting with limited annotations. Clough et al. @ assume
a fixed topology for input data and use a topology-preserving loss in a semi-
supervised setting. However, their assumption is too strong and cannot adapt to
histopathology images, where at different locations we have different numbers of
glands/nuclei. Our work aims to break such limitations by unearthing essential
topological information from the vast amount of unlabeled images.

3 Proposed Method

In this section, we first provide an overview of our proposed method in Sec.
Then, we give a brief introduction to the background of persistent homology
in Sec. [3:2] Finally, we introduce our TopoSemiSeg in Sec. [3-3]

In SemiSL, we have a small set of labeled training samples and a much larger
set of unlabeled samples. Let D, = {(z{,11), (#%,y2), ... (¥}, ,yn,)} be the
dataset of Ny labeled samples, and Dy = {2V, 2Y, ...,x%u} be the unlabeled
dataset of Ny images, where Nj << Ny. xfj denotes the i-th unlabeled image
and zF denotes the i-th labeled image with its corresponding pixel-wise label y;.

The objective of SemiSL is to unearth the rich information within the unla-
beled data, accompanied by limited guidance from labeled data. Most existing
works only consider pixel-wise accuracy, ignoring the importance of topological
correctness. Here, we take both of them into consideration.
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Fig. 4: Inituition of our decomposition and matching strategy. (a) the raw image. (b)
the ground truth, included for reference. (c¢) the student likelihood (lh). (d) the teacher
likelihood. (e) decomposition of the persistence diagram of the student likelihood.
The purple line demonstrates the decomposition. (f) decomposition of the persistence
diagram (tPD) of teacher likelihood. (g) the consistency between the signal topology.

arrows show the matching process. (h) the noisy topology removal process. (i)
the matching process without decomposition.

3.1 Overview of the Method

Fig.Blprovides an overview of our method. We adopt the popular teacher-student
framework [46] in SemiSL. This framework contains two networks — a student
and a teacher — with identical architecture. We denote the student network as
My, parameterized by 65, and the teacher network as M;, parameterized by 6.
The student network learns from the teacher network. It is trained by minimizing
the supervised loss £° on the labeled data and the unsupervised loss £V on the
unlabeled data. More details can be found in Fig. [3(a) and (b). The overall
training objective is formulated as

L=cL%+L" (1)

To make full use of limited annotations, £° is defined as the combination of
cross-entropy loss (¢cg) and Dice loss (£pjce) [45] between the predictions and
the labels:

N
L5(Dr, M) = Z (M lop(M(zh),y:) + Ny pice(Ms(z?), yi)]

i=1

where A\lare adjustable weights.

For unlabeled data, we apply strong (Astrong) and weak (Ayear) augmenta-
tions before passing them as input to the student and teacher networks, respec-
tively. The unsupervised loss enforces the consistency between predictions of the
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student and teacher models. It consists of two loss terms: pixel-wise consistency

loss (Lgixel) and the noise-aware topological consistency loss LHDPO.
U U pU U pU
LY = )‘1 ’Cpixel + )‘2 ‘C’topo (2)

where AU are adjustable weights.
We formulate the pixel-wise consistency loss as the cross-entropy (CE) loss
between the outputs of the student and teacher models:

Ny
Lye(Du, My, M) =Y bep(Ms(Astrong(27)), Mi(Awear (7)) (3)
i=1

The second part of £V is the noise-aware topological consistency loss ,cgfopo,

which is crucial for learning a robust topological representation from the unla-
beled data. It will be explained in detail the next subsection.

During the training phase, the student network’s parameters 6, are updated
by minimizing the overall loss (Eq. (I))). We update the teacher model’s pa-
rameters §; based on the student model’s parameters using exponential moving
average (EMA) [46]. In particular, at the (7 + 1)*! epoch, 6; is updated as
Oi(7+1) = aby(7) + (1 — a)fs(7 + 1) where a is the EMA decay controlling the
update rate.

3.2 Background: Persistent Homology

In algebraic topology [36], persistent homology [9] has emerged as a powerful tool
for analyzing the topology of various kinds of real-world data, including images.
It tracks the evolution of all topological structures, such as connected compo-
nents and loops. All the topological structures and their birth/death times are
captured in a so-called persistence diagram, providing a multi-scale topological
representation (See Fig. .

A persistence diagram (PD) consists of multiple dots in a 2-dimensional
plane, referred to as persistent dots. Each persistent dot p € Dgm(f) represents
a topological structure. Its two coordinates denote the birth and death filtra-
tion values for the corresponding topological structure, i.e., p = (b,d), where
b = birth(p) and d = death(p). More details are in the Supplementary.

3.3 Noise-aware Topological Consistency Loss

We propose a noise-aware topological consistency loss to ensure that the teacher
and the student models make consistent predictions in terms of topology. Given
the likelihood maps of both the teacher and the student models, f; and f,
we first compute the persistence diagrams, Dgm(f;) and Dgm(fs). However,
directly comparing the two diagrams is not desirable. As shown in Fig.[d] without
supervision, both the student persistence diagram and the teacher persistence
diagram are quite noisy. Direct comparison of the two diagrams can create a lot of
unnecessary matching between the noisy structures. This will cause inefficiency
in learning, and can potentially even derail the whole training.
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To address this challenge, we propose to decompose Dgm(fs) and Dgm(f;)
into signal and noise parts. The signal part is used to enforce teacher-student
consistency via a signal topology consistency loss. The noise part will be removed
through a novel noisy topology removal loss.

Signal-Noise Decomposition of a Persistence Diagram. We would like to
decompose a diagram into signal and noise parts. However, in reality, without the
ground truth, the decomposition cannot be guaranteed to be accurate. Hence, we
use the classic measure of persistence to decide whether a dot in the persistence
diagram is a signal or noise.

For a persistent dot p € Dgm(f), its persistence is simply its life span, i.e.,
the difference between its death and birth time: per(p) = death(p) — birth(p).
Persistence is a good heuristic approximating the significance of a topological
structure; the greater the persistence, the longer the structure exists through
filtration, and the more likely the structure is a true signal. This is theoretically
justified. The celebrated stability theorem [7}8] implies that low-persistence dots
are much easier to be “shed off” through perturbation of the input function f.

Formally, using a predetermined threshold ¢, we decompose Dgm(f) into
disjoint signal and noise persistence diagrams based on the persistence:

Dgm(f) = Dgm(f)**9"*!JDgm(f)" "
Dgm(f)*9"* = {p € Dgm(f) | per(p) > ¢}
Dgm(f)""*¢ = {p € Dgm(f) | per(p) < ¢}

where U denotes the disjoint union. We apply the same decomposition to both
teacher and student model outputs, acquiring their signal and noise parts re-
spectively. The threshold ¢ is tuned empirically. These signal/noisy diagrams

for the outputs will be used for E%po in Eq. .

Signal Topology Consistency Loss. After the decomposition of both persis-
tence diagrams, we obtain Dgm?i9™* and Dgm'9™* representing the meaningful
topological signals. Our first topology-aware loss is to ensure the two signal di-
agrams are the same. Similar to previous topological losses [18], we will use the
classic Wasserstein distance between the two diagrams. Note: for any diagram

Dgm(g), we regard it as the generalized persistence diagra

Definition 1 (Wasserstein distance between PDs [8]). Given two dia-
grams Dgm(g) and Dgm(h), the p-th Wasserstein distance between them is de-

fined asEI

Wy (Dgm(g), Dgm(h)) = | inf |z — ()"
ver z€Dgm(g)

1 A generalized persistence diagram is a countable multiset of points in R? along with
the diagonal A = {(b,d) | b = d}}, where each dot on the diagonal has infinite
multiplicity.

2 For ease of exposition, we change the original formulation and use the 2-norm instead
of infinity norm for ||z —~v(z)||. The difference is bounded by a 1/2/2 constant factor.
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where I' represents all bijections from Dgm(g) to Dgm(h).

See Fig. g) and (h) for an illustration. The Wasserstein distance essentially
finds an optimal matching between dots of the two diagrams. Unmatched dots
are matched to their projection on the diagonal line. The distance is computed
by aggregating over distance between all the matched pairs of dots. The optimal
matching, as well as the distance, can be computed using either the classic
Hungarian method, or more advanced algorithms [27}29].

Next, we write the signal topology consistency loss in terms of the student’s
likelihood map, fs. Denote by 7* the optimal matching between Dgm " and
Dgm:"* Each student persistent dot p*9"* € Dgm?9™* is matched to either
a teacher persistent dot, or its projection on the diagonal. We can now formulate
our signal topology consistency loss E%po_cons as the squared distance between
every student signal dot and its match:

‘CtUopo—cons = Z ||p - 7* (p)||2 (4)

signal
stu

pEDgm

We still have to write the loss in terms of the student likelihood map. Note that
in persistent homology, the birth and death times of every persistent dot are
the function values of certain critical points. See Supplementary for more details
and illustrations. For each O-dimensional persistent dot p in a student diagram,
the birth is at a local maxima % and the death is at a saddle point xg, formally,

P
birth(p) = fs(zb) and death(p) = f(z). Substituting into Eq. (4), we have

L poeons(fs) = D {lfs(ah)=birth(y* ()P +[fs () —death(v" (p))]*}

signal
(5)

pEDgm

stu

which can be optimized with respect to the student network’s parameters 6.

Noisy Topology Removal Loss. So far, we have introduced how to decompose
the diagram and how the signal part of the diagrams can be used to enforce
topological consistency. We also introduce a loss to remove the noisy topology
from the student likelihood map. This turns out to be very powerful in practice:
by removing the topological noise, we can stabilize the output of the student
network, and eventually also stabilize the teacher network via EMA.

Our noisy topology removal loss is based on the concept of Total Persistence,
which essentially measures the total amount of information a diagram carries. By
minimizing the total persistence of the noise diagram, we are effectively removing
all noise dots.

Definition 2 (Total Persistence [8]). Given a persistence diagram, Dgm(g),
the p-th total persistence is :

Piotat(Dgm(g)) = Y [death(z) — birth(z)]” (6)

z€Dgm(g)
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Similar to the consistency loss, we can define the loss in terms of the student
likelihood map as follows:

LY orem(fs) = Pota(Dgmey = 3" [fulad) — fuleh]® (D)

noise
stu

peEDgm

U

The final noise-aware topological consistency loss £ becomes the sum of the

topo
two topology-aware loss terms: E{{)po_cons and Lg)po_rem,
U _ rU U
‘Ctopo - ‘Ctopo—cons + ‘Ctopo—rem (8)

See Supplementary for the illustration of the differentiability of these two losses.

4 Experiments

We conduct extensive experiments on three public and widely used histopathol-
ogy image datasets. We compare our method against SOTA semi-supervised seg-
mentation methods on both pixel- and topology-wise evaluation metrics.
Implementation details are in the Supplementary.

4.1 Datasets

We evaluate our proposed method on Colorectal Adenocarcinoma Gland
(CRAG) [13|, Gland Segmentation in Colon Histology Images Chal-
lenge (GlaS) |42|, and Multi-Organ Nuclei Segmentation (MoNuSeg) [28|.
More details are provided in the Supplementary.

4.2 Evaluation Metrics

We select three widely used pixel-wise evaluation metrics, Object-level Dice
coefficient (Dice Obj) [55], Intersection over Union (IoU) and Pixel-
wise accuracy. Meanwhile, topology-relevant metrics measure the structural
accuracy. Hence, we also select three topological evaluation metrics, Betti Er-
ror [18|, Betti Matching Error [44], and Variation of Information (VOI) [34].
More details are provided in the Supplementary.

4.3 Results: Comparison with SOTA SemiSL methods

We conduct experiments on different fractions of labeled data, specifically, 10%
and 20%. Training UNet++ [65] on 100% of the labeled data is treated as the
performance upper bound. To indicate the effectiveness and superiority of our
method, we select several SOTA semi-supervised methods for comparison both
from pixel and topological perspectives. Quantitative results are shown in Tab.
and qualitative results are shown in Fig. [ol We discuss more below.
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Table 1: Quantitative results on three histopathology image datasets. We compare
our method with several state-of-the-art semi-supervised medical image segmentation
methods on two settings of 10% and 20% labeled data. The best results are highlighted
in bold, and * indicates that the method is re-implemented by ourselves.

e i T Pixel-Wise Topology-Wise
Dataset  Labeled Ratio (%) Method  —goermer 5 Bice Obj 7 16U T Betti Error T Betti Matching Error T VOIT
MT |46 0.862 0.821 0.713 2.238 62.250 0.977
EM 0.834 0.789 0.688 2.178 80.100 1.027
UA-M 0.874 0.837 0.728 1.703 66.450 0.947
10% HCE* 0.891 0.862 0.773 1.286 35.530 0.861
URPC 0.872 0.829 0.728 1.732 74.600 0.883
XNet 0.895 0.872 0.781 0.578 15.050 0.773
CRAG 0.905 0.884 0.798 0.227 10.475 0.758
0.887 0.858 0.759 2.603 99.025 0.867
0.903 0.869 0.776 1.933 75.225 0.798
0.895 0.859 0.765 1.822 70.850 0.829
20% 0.910 0.881 0.809 0.875 17.400 0.769
0.881 0.849 0.744 2.489 99.500 0.912
0.907 0.883 0.792 0.422 10.900 0.735
TopoSemiSeg 0.912 0.898 0.820 0.226 8.575 0.709
100% Fully-supervised 0.945 0.928 0.869 0.149 5.650 0.547
0.815 0.790 0.671 2.392 31.125 1.079
0.833 0.819 0.708 1.431 19.188 1.051
0.728 0.845 0.829 2.086 26.650 1.018
10% 0.859 0.852 0.762 0.631 11.950 0.953
0.829 0.849 0.751 1.155 19.588 0.968
0.871 0.874 0.786 0.843 14.238 0.917
Glas 0.890 0.878 0.797 0.551 8.300 0.811
0.870 0.863 0.771 2.126 29.963 0.925
0.861 0.865 0.776 1.255 17.275 0.841
0.874 0.866 0.781 1.123 18.038 0.869
20% 0.864 0.871 0.779 0.871 16.213 0.824
0.876 0.878 0.794 0.759 14.350 0.837
0.886 0.884 0.804 0.735 10.188 0.816
TopoSemiSeg 0.896 0.895 0.818 0.510 9.825 0.808
100% Fully-supervised 0.920 0.917 0.853 0.473 7.125 0.686
0.889 0.748 0.607 10.210 292.857 0.874
0.901 0.757 0.612 10.339 257.071 0.844
0.898 0.741 0.594 10.227 255.428 0.862
10% 0.882 0.761 0.617 14.210 377.928 0.890
0.892 0.766 0.624 8.063 225.500 0.839
0.896 0.774 0.633 6.829 214.428 0.863
MoNuSeg 0.909 0.783 0.646 6.661 196.357 0.789
0.896 0.767 0.624 12.522 246.786 0.873
0.905 0.777 0.637 7.160 198.571 0.805
0.904 0.772 0.632 9.406 246.857 0.826
20% 0.899 0.771 0.642 13.330 311.143 0.829
0.903 0.785 0.648 7.977 207.857 0.832
0.909 0.779 0.639 5.325 193.429 0.788
TopoSemiSeg 0.908 0.793 0.653 4.250 188.642 0.787
100% Fully-supervised 0.929 0.817 0.702 2.491 142.429 0.657

Quantitative Results. For a comprehensive comparison, we select several clas-
sical and recent SoTA SemiSL methods like MT 7 EM , UA-MT ,
HCE , URPC , XNet and CCT . Note that HCE is re-implemented
by ourselves due to code unavailability. As shown in Tab. [I our method not
only achieves comparable performance on pixel-wise evaluation metrics but also
achieves the best results on all topology-wise metrics. This indicates that our
proposed TopoSemiSeg is able to unearth and utilize topological information in
unlabeled data well, without sacrificing pixel-level performance.

Qualitative Results. In Fig. [5] we provide the qualitative results of the meth-
ods on 20% labeled data for each dataset. Compared to other SoTA SemiSL
methods, our method does better where topological errors are prone to occur,
as shown in the red boxes. The proposed TopoSemiSeg ensures topological in-
tegrity: by enforcing signal consistency, we can maintain the thin separation be-
tween the densely distributed glands and cells. Additionally, the noise removal
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Fig. 5: Qualitative results on three histopathology image datasets using 20% labeled
data for training. Locations prone to topological errors are shown within red boxes.
Row 1: CRAG, Row 2: GlaS, Rows 3 & 4: MoNuSeg. Zoom in for better views.

component of our loss minimizes the occurrence of false positive cells, as can
be seen in Row 3. This is in contrast to the results obtained from the other
baseline methods, which contain a discernible presence of noise and unoccupied
interspaces in and around the glandular and cellular structures. Our method
can effectively address and rectify these issues. This is because we not only focus
on the signal topology which should be preserved, but also remove all the noisy
topology during training, thus making the model learn more robust and accurate
topological representations from the unlabeled data. More qualitative results are
provided in the Supplementary.

4.4 Ablation Studies

We conduct experiments to illustrate the effectiveness and robustness of our
hyper-parameters selections and experimental settings. All experiments are per-
formed on the CRAG dataset using 20% labeled data. To save space, addi-
tional ablation studies are provided in ?? in the Supplementary.

Weight of Noise-aware Topological Consistency loss \Y. We study the
effect of the weight of the noise-aware topological consistency loss A5 introduced
in Eq. . As shown in Tab. [2, at A\Y = 0.002, the model achieves the best
Object-level Dice coefficient, Betti Matching Error, and VOI. Additionally, a
reasonable range of \Y always results in improvement. This demonstrates the
efficacy and robustness of the proposed method.

Robustness of Persistence Threshold ¢. To compute the noise-aware topo-
logical consistency loss, we define a persistence threshold ¢ to decompose both
persistence diagrams into signal and noise parts. We conduct experiments on
different values of ¢. As we can see from Tab. [3] our method is not sensitive to
the value of ¢ and a wide range of ¢ (from 0.5 to 0.9) results in improvements
on topological metrics. This demonstrates the robustness of our method with re-
spect to perturbations. Moreover, note that ¢ = 0 means without decomposition
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Table 2: Ablation study on loss weight A5 .

\U Pixel-Wise Topology-Wise
2 Dice Obj T Betti Error | Betti Matching Error | VOI |
0 0.887 0.306 12.125 0.783
0.001 0.874 0.217 12.175 0.736
0.002 0.898 0.226 8.575 0.709
0.005 0.889 0.213 9.875 0.739
0.008 0.896 0.235 9.700 0.722
0.01 0.873 0.277 9.725 0.754

(direct matching). As in Tab. [3| this significantly hurts the performance. This
is because both teacher and student predictions are noisy. Direct matching of
diagrams will force the student to learn from many noisy structures, confusing
the model and resulting in a significant performance drop.

Table 3: Ablation study on persistence threshold ¢.

Pixel-Wise Topology-Wise
® Dice Obj T Betti Error | Betti Matching Error | VOI |
0 0.880 0.317 14.025 0.762
0.50 0.881 0.241 8.950 0.753
0.60 0.895 0.219 9.600 0.725
0.70 0.898 0.226 8.575 0.709
0.80 0.896 0.209 9.000 0.722
0.90 0.889 0.231 10.150 0.717

Generalizability to Different Backbones. We verify the generalizability of
our method by performing experiments on three different backbones, UNet |3§],
PSPNet [63], and DeepLabV3+ [5], keeping the same values of hyper-parameters
for each. Tab. [l shows that our method is robust to backbone selections and
can obtain performance improvements with each of them. For those with poor
topological performances, like PSPNet [63], our method significantly reduces the
number of topological errors. This proves the effectiveness and generalizability
of our method in that it can facilitate capturing topological information from
the unlabeled data irrespective of the backbone.

Table 4: Comparison on different backbones. BE and BME respectively denote Betti
Error and Betti Matching Error.

Pixel-Wise Topology-Wise
Method Dice_ObjT BE] = Bl\%¢ VOIT
UNet [38] 0.802 0266 10.775  0.790
UNet [38] TOurs 0.893 0.236  8.700  0.722
PSPNet [63] 0.773 1800 70625  1.337
PSPNet [63] TOurs 0.775 1.021  44.150  1.040
DecpLabV3 | 5| 0.883 0203 14.000  0.725
DeepLabV3+ [5|+Ours 0.891 0.265 11.725 0.713
UNet 1 [65] 0.887 0306  12.125  0.783

UNet++ [65]+Ours 0.898 0.226 8.575 0.709
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Ablation study on loss components. We conduct an ablation study on the
signal consistency loss and noise removal loss to verify their effectiveness. The
signal topology £H)po_cons is used to guide the student to learn the meaningful
structures from the teacher. Meanwhile, we use the noise removal loss Eg)po_rem
to directly train the student model to avoid noise in its prediction. In Tab. [f]
we present the ablation study of these two components and from the perfor-
mance, we can see that both components are necessary for us to enhance the

segmentation quality.

Table 5: Ablation study on loss components.

LY po-cons  Libporem Dice_Objt BE] BME] VOI]
X 0.887 0.306 _ 12.125 __ 0.783

7 X 0.890 0.275 _ 10.150 __ 0.715

X v 0.888 0.230 10525 0.723

v v 0.898 0.226 __ 8.575 __ 0.709

Limitations. In the teacher-student framework, the prediction of the teacher
model is not always accurate. On the contrary, the teacher model’s output may
be unreliable sometimes. How to alleviate the uncertainty of the teacher model’s
topological output will be the one of topics we will be exploring in the future.
Further, the current decomposition threshold is set manually and needs to be
set adaptively according to the data distribution. Finally, our current implemen-
tation is only available for 2D datasets, extending the proposed method to 3D
scenarios with acceptable computational cost will be of great value in practice.
For the failure cases, we observe that when the objects are extremely densely
distributed, our model sometimes cannot split the glands in close proximity.

5 Conclusion

This work introduces TopoSemiSeg, the first semi-supervised method that learns
topological representation from unlabeled histopathology images. It consists of a
novel and differentiable noise-aware topological consistency loss integrated into
the teacher-student framework. We propose to decompose the calculated persis-
tence diagrams into true signal and noisy components, and respectively formulate
signal consistency and noise removal losses from them. These losses enforce the
model to learn a robust representation of topology from unlabeled data and can
be incorporated into any variant of the teacher-student framework. Extensive
experiments on several histopathology image datasets show the effectiveness of
the proposed method on both pixel- and topology-wise evaluation metrics.
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