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Abstract. Source-free domain adaptation aims to adapt a source-trained
model to an unlabeled target domain without access to the source data.
It has attracted growing attention in recent years, where existing ap-
proaches focus on self-training that usually includes pseudo-labeling tech-
niques. In this paper, we introduce a novel noise-learning approach tai-
lored to address noise distribution in domain adaptation settings and
learn to de-confuse the pseudo-labels. More specifically, we learn a
noise transition matrix of the pseudo-labels to capture the label corrup-
tion of each class and learn the underlying true label distribution. Esti-
mating the noise transition matrix enables a better true class-posterior
estimation, resulting in better prediction accuracy. We demonstrate the
effectiveness of our approach when combined with several source-free
domain adaptation methods: SHOT, SHOT++, and AaD. We obtain
state-of-the-art results on three domain adaptation datasets: VisDA, Do-
mainNet, and OfficeHome.

Keywords: Source-free domain adaptation · Noise learning

1 Introduction

Unsupervised domain adaptation (UDA) involves adjusting a predictive model
trained on a labeled source domain to perform well on an unlabeled target do-
main despite possible domain shifts. Source-free domain adaption (SFDA) im-
poses an additional constraint that the source domain data are unavailable dur-
ing adaptation to the target domain. Consequently, SFDA depends heavily on
unsupervised learning and self-training techniques.

In SFDA, a key obstacle is to reduce the accumulation of errors caused by
domain misalignment. Existing methods in SFDA focus on self-training using
target pseudo-labels and entropy minimization techniques. In [28] the effective
reduction of error accumulation was achieved by assigning pseudo-labels to the
target data using class clusters in the penultimate layer of the model, where
the pseudo-labels were determined based on distances from the centroids of the
clusters. However, due to the domain shift, these generated pseudo-labels tend
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to be noisy. For this reason, several methods have focused on the refinement
of the target pseudo-labels during training (e.g., [5, 18, 61, 63]). One common
solution is to update the pseudo-labels at each epoch, thus refining them to
better match the target distribution [28, 63]. In [63], the authors handle this
problem by pseudo-labeling using a strong pre-trained network and filtering out
samples with low confidence.

In this work we do not refine the pseudo-labels during target training and
do not make any explicit decision on the PLs correctness. Instead, we approach
SFDA by adopting a learning with label-noise (LLN) perspective and suggest
a novel approach tailored for domain adaptation settings to De-Confuse the
Pseudo-Labels. We call our method DCPL. It involves modifying the established
technique of optimizing a noise transition matrix (or a confusion matrix) to adapt
the classifier predictions to the pseudo-labels [45,49]. Traditional learning-with-
label-noise (LLN) methods typically address label noise stemming from errors
made by human annotators during labeling. In our specific scenario, the label
noise is derived from pseudo-labels generated with a specified source model. This
label noise emerges from domain shifts, where the characteristics of data in the
target domain deviate from those in the source domain used for training. In
this context, the outputs of the source model carry valuable information about
the noise distribution. This information can be leveraged to improve the esti-
mation of the transition matrix. We propose integrating this knowledge into the
noise transition matrix learning method to achieve a more accurate prediction
of the underlying true label distribution, consequently enhancing the accuracy
of classifier predictions. Empirically, we demonstrate that our approach is easy
to integrate with current source-free unsupervised domain adaptation (SFDA)
techniques and yields improved prediction accuracy compared to baseline meth-
ods, hence achieving new state-of-the-art results. Our main contributions are as
follows:

– We adopt an LLN perspective to approach SFDA using constant noisy labels
that do not change during training.

– We introduce DCPL, a novel approach tailored for domain adaptation set-
tings, in which a noise transition matrix is learned to capture the label
corruption of the pseudo-labels, thus enabling a better true class-posterior
estimation.

– We propose integrating knowledge derived from the source model into the
noise transition learning to achieve a more accurate prediction of the under-
lying true label distribution.

We demonstrate the effectiveness of our approach by implementing it across
several SFDA methods: SHOT, SHOT++, and AaD. Our results establish new
state-of-the-art performance on three domain adaptation datasets: VisDA, Do-
mainNet, and OfficeHome. Our code can be found at: https://github.com/
ssi-research/DCPL_SFDA.

https://github.com/ssi-research/DCPL_SFDA
https://github.com/ssi-research/DCPL_SFDA
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2 Related Work

Unsupervised Domain Adaptation. UDA attracted much attention in re-
cent years [9,10,43,51,52]. One common approach for addressing UDA involves
employing distributional matching (DM). This is usually done by directly min-
imizing the domain discrepancy statistics [35, 46] or by using some form of
domain-adversarial learning [10, 51]. However, in [24] it was shown that DM-
based approaches have limited generalization ability under what they term “re-
alistic shifts". One such shift is when the source label distribution is balanced
while the target label distribution is long-tailed. A possible remedy proposed
in [24] is to use self-supervised methods which were found to be useful for
UDA [1,11,47,57].

Source-Free Domain Adaptation. Recently, in light of the growing emphasis
on privacy and data protection, there has been a rising interest in source-free do-
main adaptation [16,25,28,40,41,54,59]. In SFDA, a model is first trained on the
source data and then updated based on the target data, usually using unsuper-
vised techniques and self-training due to the absence of labeled data [28]. Some
studies modify the training procedure of the source model to ease the adapta-
tion process by using self-supervision techniques [21], mixup augmentation [22],
and/or uncertainty quantification [42]. Another line of research adds unsuper-
vised loss terms to encourage discriminability and diversity in the output during
the target adaptation process [6,28,58–60]. For instance, AaD [59] designs the loss
such that it encourages the prediction of neighboring samples to be similar and
the prediction of non-neighboring samples to be different. This results in simple
discriminability and diversity terms. In SHOT [28] the authors use the condi-
tional entropy and marginal entropy of the predictions as well as cross-entropy
with target pseudo-labels. Using target pseudo-labels, the authors managed to
reduce the error accumulation caused by domain misalignment. SHOT++ [29]
builds on SHOT by adding a rotation-prediction head to allow self-supervised
representation learning on the target domain. The samples are then divided into
unlabeled and "labeled" based on the prediction confidence, and an additional
step of semi-supervised learning is applied [4]. The authors of [61] noticed that
the early-time training phenomenon is present in the SFDA settings. Hence,
they added an auxiliary loss to prevent the model from deviating too much from
early-time predictions.

Pseudo Labels for SFDA. Several SFDA studies have focused on correct-
ing the pseudo-labels of the target samples under the assumption that they are
noisy [2, 5, 18, 20, 31, 61]. In [18] only reliable samples from the target domain
were chosen based on prediction statistics. However, this may lead to under-
representation of the target domain data distribution. In [20] the authors used
label refinement based on similarity statistics between classes across consecu-
tive epochs. However, in cases of high fluctuations in the class assignment, the
similarity matrix may be non-diagonally dominant resulting in uninformative
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or even damaging labels. In [31] the labels were refined based on the predic-
tions of neighboring examples. However, it requires storing a memory bank of
examples which may impose a burden in low-resource environments. Recently, a
co-learning strategy [63] was suggested to improve the quality of the generated
target pseudo-labels using robust pre-trained networks such as Swin-B [34]. In
addition, they refined the pseudo-labels and replaced uncertain ones with the
current model output.

Learning with Label-Noise. In general, methods for LLN assume either
instance-dependent noise or instance-independent noise [44]. In this study, we
assume that the true label is conditionally independent of the features given the
observed label. Common approaches for handling label noise with deep learning
models include adding regularization [32,39,55], modifying the loss functions and
values [3,12,33,36], sample selection [14,17,27,50,62], and architectural changes,
such as adding a noise adaptation layer [13,45,56]. Our approach belongs to the
last category since it is simple to incorporate into existing learning systems, eas-
ily scaled, and tends to work well. One obstacle to learning a confusion matrix is
to prevent converging to degenerate solutions. Various methods have been pro-
posed to address this issue. In [45, 49] it was suggested to regularize the matrix
trace. The authors of [13] use a joint learning of the network and the confusion
matrix with a careful matrix initialization. In [64] it was suggested to maxi-
mize the total variation between the prediction vectors of samples. In [26] the
authors proposed controlling the volume of the simplex formed by the columns
of the confusion matrix by minimizing its log determinant. The authors of [30]
advocated a bi-level optimization process of the network’s parameters and the
confusion matrix. In this study, we chose to minimize the trace as we found it
to work well.

3 SFDA Problem Setup

This study was designed to address the challenge of source-free unsupervised
domain adaptation (SFDA) in visual classification tasks. Throughout this work,
we deal only with a single source domain and a closed set scenario, where both the
source and target domains encompass an identical set of classes. We investigate
SFDA within the context of a K-way image classification task. Typically, this
problem is formulated as a two-stage training process.

In the initial stage, we train a predictive function hs : Xs → Y using ns

labeled samples {xs,i, ys,i}ns
i=1 from a source domain Ds where xs,i ∈ Xs and

ys,i ∈ Y represent the samples and their associated labels respectively. Unless
explicitly stated otherwise, we omit the sample indices. Generally, hs(xs) =
argmax(gs(xs)) where gs is the source model, comprising a feature extractor
initialized using a pre-trained ImageNet model, and a task-specific classification
head. In the second stage, we are provided with nt unlabeled samples {xt,i}nt

i=1

from a target domain Dt where xt ∈ Xt. We then train a target function ht :
Xt → Y to predict the labels {yt,i}nt

i=1 of the target samples, by only utilizing
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Fig. 1: Schematic overview of our framework. DCPL learns both the target model and
a transition matrix that adapts the model predictions to noisy pseudo-labels obtained
by a general pre-trained network.

the source function hs and the target domain data without access to the source
data. We define ht(xt) = argmax(gt(xt)), analogous to hs.

4 De-Confusing Pseudo-Labels

Our method is based on the generation of target pseudo-labels, as is commonly
done in SFDA approaches. Due to the domain shift between the source and target
domains, these pseudo-labels inherently carry noise. Hence, we treat the target
adaptation process with these pseudo-labels as a label-noise learning problem,
introducing a novel modification to the well-established noise transition matrix
LLN method [13, 49]. Conventional LLN methods, like the noise transition ma-
trix approach, generally tackle label noise arising from errors made by human
annotators during the labeling process, inconsistencies or disagreements among
different annotators (inter-annotator variability), mislabeling of instances in the
dataset, and/or the presence of ambiguous or subjective data points that are
challenging to label accurately. However, in our scenario, label noise is introduced
by domain shifts, where the characteristics of the data in the target domain dif-
fer from those in the source domain used for training. The label noise is derived
from pseudo-labels generated with a specified source model. Consequently, the
distribution of noise depends on the accuracy of the source model on the target
dataset, which is associated with the domain gap between the source and target
datasets, as well as the generalization capacity of the source model.

In this scenario, the outputs of the source model contain valuable information
about the noise distribution that can be utilized to enhance the estimation of
the transition matrix. Therefore, we propose integrating this knowledge into the
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noise transition matrix learning method to achieve a more accurate prediction
of the underlying true label distribution and hence enhance the accuracy of
classifier predictions.

4.1 Pseudo-label generation

At the beginning of the target adaptation process, we first apply a pseudo-
labeling function using a pre-trained network to produce high-quality pseudo-
labels similar to [63]. There are some advantages to using pre-trained models
to produce pseudo-labels. One is that pre-training datasets, such as ImageNet,
are large, diverse, and less source-biased and thus may better capture the target
distribution. Another advantage is that modern state-of-the-art architectures
are designed to learn robust and generalized features, enabling better transfer
to target tasks [19]. However, since the pre-training and target label spaces are
different, the final classification layer of the pre-trained model is not suitable for
the target data. To address this issue, instead of using the pre-trained classifier,
the classifier of the source model can be used.

The pseudo-label generation process includes using a feature extractor of a
pre-trained robust network (Swin-B) instead of that of the source model. How-
ever, unlike Co-learning [63] (and also SHOT [28]) which updates the pseudo-
labels every epoch, we only invoke the pseudo-labeling function once, at the
beginning of the adaptation process. The centroid C(k) is thus calculated as the
sum of the pre-trained features fp weighted by estimated class probabilities of
the source model gs:

C(k) =

∑
xt∈Xt

σ(k)(gs(xt))fp(xt)∑
xt∈Xt

σ(k)(gs(xt))
, (1)

where σ is a softmax function. Then, for each target instance, a pseudo-label ỹ
is generated based on its nearest centroid using the cosine distance. We denote
the final pseudo-labeled target domain {xt,i, ỹt,i}nt

i=1 by D̃t.
Utilizing robust pre-trained networks like Swin-B enhances the quality of

the generated target pseudo-labels through the pseudo-labeling process. Never-
theless, the dependence of these generated pseudo-labels on the source model
introduces potential noise, particularly in the presence of domain shifts.

4.2 Adaptation as learning with noisy pseudo-labels

After obtaining the pseudo-labels of all the target inputs, we now want to apply
a noisy-label learning approach to overcome the label noise. In this specific con-
text, our focus revolves around learning techniques designed for handling noisy
data by estimating the label noise matrix. These methods have proven highly suc-
cessful, yielding cutting-edge results [26, 49]. Our domain adaptation approach
relies on the estimated noise matrix to achieve a noise-robust adaptation. We
propose using a modification of this LLN approach to capture the label noise
corruption and improve the true label probability estimation. Since the noise
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in our setting originates from the source model, we adjust this approach to the
domain adaptation setting by leveraging pseudo-label softmax information and
using it to regularize the transition matrix learning. Fig. 1 provides a schematic
overview of our overall framework.

Training methods for noise robustness that involve estimating the noise ma-
trix are all grounded in a fundamental observation. Specifically, the clean class-
posterior, denoted as p(y|x), can be inferred by utilizing the noisy class-posterior,
represented as p(ỹ|x), and the class-dependent noise matrix T ∈ [0, 1]K×K , where
tij = p(ỹ = i|y = j). This relationship is expressed as follows:

p(ỹ|x) = T · p(y|x). (2)

Various works have incorporated changes to the architecture of classifica-
tion networks to improve the representation of the label noise matrix in noisy
datasets [13, 26, 45, 49]. These modifications include adding a noise adaptation
layer on top of the softmax layer and developing a specialized architecture. The
noise adaptation layer is designed to emulate the label transition behavior in
learning a network. These adjustments have resulted in improved generalization
by adjusting the network output based on the estimated label transition prob-
ability. In our implementation of training with noisy labels, we adhere to the
approach outlined in [45,49].

Denote the softmax label prediction of the adapted network for a sample xt

by pθ(y|xt) = σ(gt(xt)), where θ is the parameter set of the network, and the
transition matrix estimator by T̂ which approximates T . The product of these
two represents the estimated class probability of the pseudo-labels T̂ · pθ(y|xt).
During inference, we eliminate the noise adaptation layer defined by T since we
want to predict the true (clean) label. Given the target training inputs {xt,i}nt

i=1

and the generated noisy pseudo-labels {ỹt,i}nt
i=1, the standard cross-entropy loss

function is:
Lce = −E(xt,ỹt)∈D̃t

CE (pθ(y|xt), ỹt). (3)

Following [45, 49], we optimize the network parameters alongside the esti-
mated transition matrix T̂ and minimize the average cross-entropy between the
pseudo-labels and the estimated noisy label distribution:

Lce =− E(xt,ỹt)∈D̃t
CE (T̂ · pθ(y|xt), ỹt) + λ tr(T̂ ), (4)

where tr(T̂ ) denotes the trace of matrix T̂ and λ is a balancing hyper-parameter.
By minimizing this cross-entropy loss, the prediction of the noisy label prob-

abilities, T̂ ·pθ(y|xt), is pushed towards the distribution of the generated pseudo-
labels ỹ(xt). However, convergence to the correct solution of T̂ and pθ(y|xt) is
not guaranteed, since there are infinite combinations that can construct a noisy
label prediction with a perfect match to the pseudo-label distribution. To ensure
that T̂ converges to the true noise transition matrix, namely T̂ → T , a regu-
larization term is added to the loss, thus minimizing the trace of the estimated
noise transition matrix. With this regularization, for T̂ to converge to the true
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noise transition matrix T̂ → T , two assumptions must hold: 1) T̂ and T are di-
agonally dominant, and 2) the full model, namely, the composition of the noise
model on the base classifier, aligns with the label distribution of the pseudo-label
generator. Then, it can be shown that the diagonal elements of the estimated
transition matrix upper bound the true matrix:

tii =
∑
j

t̂ij p̄ji ≤
∑
j

t̂iip̄ji = t̂ii(
∑
j

p̄ji) = t̂ii, (5)

where p̄ji ≜ Ep(x|y=i)[p(argmax
k

pθ
(k)(y|x) = j|y = i)]. Moreover, it was shown

in [49] (Lemma 1) that obtaining T̂ with a minimal trace uniquely coincides
with T . Note that assumption (2) holds by bringing T̂ · pθ(y|xt) closer to the
true noisy distribution ỹ, which is encouraged by minimizing the cross-entropy.
As for assumption (1), using a large pre-trained network (Swin-B [34]) and a
source model that is trained on a source domain with a reasonable domain gap
from the target domain will probably generate a diagonally dominant T (see
Section 5 for a transition matrix example).

Domain adaptation regularization. Minimizing the trace as above provides
a structural regularization on the transition matrix. However, having a trained
model as the source of the pseudo-labels allows us to impose an additional, more
powerful prior, specific to the setting of domain adaptation. More specifically,
we leverage the softmax values of the pseudo-labels, positing that they correlate
well (on average) with the true confusion matrix of the pseudo-labeler. The
softmax values of the pseudo-labels are determined by computing the cosine
distance to the target centroids. Computing the mean softmax vector for each
cluster provides insights into class similarities, which can serve as indicators of
the pseudo-label noise. Stacking these vectors forms a prior confusion matrix.
The aim is to leverage this prior to regularize the learning of the transition
matrix T̂ which is initialized in a class-agnostic manner.

We define this prior Tc on the confusion matrix as follows. Let Dk
t = {xt :

ỹt = k} be the set of all samples pseudo-labeled as class k. We first compute
the pseudo-label logits s(xt) obtained via cosine-similarity with the centroids
calculated with Eq. (1):

s(xt)[k] =
fp(xt) · C(k)

∥fp(xt)∥∥C(k)∥
. (6)

We then compute the prior matrix Tc with the mean softmax vector for each
class k as follows:

Tc[k, j] = Ext∈Dk
t

exp(s(xt)[j]/τ)∑K
i=1 exp(s(xt)[i]/τ)

, (7)

where τ is a temperature (set to 0.01 unless stated otherwise) that is applied
for sharpening the predictions, given that the logits are computed using cosine
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Algorithm 1 DCPL algorithm
Input: Source model gs, Target dataset Dt = {xt,i}nt

i=1, pre-trained feature extrac-
tor fp, N - number of epochs, LSFDA - additional loss terms, λ, γ - hyper-parameters
weighing the regularization terms for the transition matrix

Output: target adaptation model gt
1: Initialize weights of adaptation model gt with gs
2: Calculate target centroids C(k) using Eq. 1
3: Calculate pseudo-labels ỹt based on Cosine distance from C(k)

4: Compute Tc using Eq. 7
5: Initialize T̂ with identity matrix
6: for epoch i=1:N do
7: Compute loss: −E(xt,ỹt)∈D̃t

CE (T̂ ·pθ(y|xt), ỹt)+λ tr(T̂ )+γ ∥T̂−Tc∥22+LSFDA

8: Update T̂ and gt weights
9: end for

10: return adapted model gt

similarity constrained within the range [−1, 1]. Finally, we add a term to the loss
to encourage the learned transition matrix to be similar to the estimated prior:

LDCPL =− E(xt,ỹt)∈D̃t
CE (T̂ · pθ(y|xt), ỹt) + λ tr(T̂ ) + γ ∥T̂ − Tc∥22, (8)

where γ is a balancing hyper-parameter.
Equipped with our new cross-entropy loss, defined in Eq. 8, we can use it

instead of the standard cross-entropy loss term in existing SFDA frameworks,
and retain additional regularization terms specific to the SFDA methods, such
as the information-maximization loss in SHOT [28] or the discriminability and
diversity loss terms in AaD [59]. The final loss is then:

L = LDCPL + LSFDA. (9)

Algorithm 1 illustrates the DCPL approach.

5 Experiments

In this section, we describe our experimental setup and present the results for
three different domain adaptation benchmarks: OfficeHome, VisDA and Domain-
Net.

5.1 Datasets

VisDA [38] is a large-scale benchmark for synthetic-to-real adaptation. It con-
tains over 200K images from 12 classes. DomainNet [37] is a large UDA bench-
mark for image classification containing 345 classes in 6 domains. Since its full
version suffers from labeling noise, following [63] we use a subset that contains
126 classes from 4 domains: Real (R), Clipart (C), Painting (P) and Sketch (S).
OfficeHome [53] is an image classification benchmark containing 65 categories
of objects. It consists of four distinct domains: Art (A), Clipart (C), Product
(P) and RealWorld images (R).
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Table 1: Performance comparison for VisDA with a Resnet-101 backbone. DCPL and
co-learning results are obtained using SwinB-1K. * indicates results obtained with our
implementation.

Method (Synthesis→Real) Plane Bcycle Bus Car Horse Knife Mcycl Person Plant Sktbrd Train Truck AVG

Source only 60.9 21.6 50.9 67.6 65.8 6.3 82.2 23.2 57.3 30.6 84.6 8.0 46.6
A2Net [54] 94.0 87.8 85.6 66.8 93.7 95.1 85.8 81.2 91.6 88.2 86.5 56.0 84.3
G-SFDA [58] 96.1 88.3 85.5 74.1 97.1 95.4 89.5 79.4 95.4 92.9 89.1 42.6 85.4
SFDA-DE [8] 95.3 91.2 77.5 72.1 95.7 97.8 85.5 86.1 95.5 93.0 86.3 61.6 86.5
CoWA-JMDS [23] 96.2 89.7 83.9 73.8 96.4 97.4 89.3 86.8 94.6 92.1 88.7 53.8 86.9
RCHC [7] 96.0 90.1 85.0 73.1 95.9 97.3 87.6 84.7 93.8 91.3 86.7 51.2 86.1
RCHC++ [7] 97.6 88.9 88.4 84.0 97.6 97.4 92.2 86.2 97.4 92.8 92.6 41.2 87.8
TPDS [48] 97.6 91.5 89.7 83.4 97.5 96.3 92.2 82.4 96.0 94.1 90.9 40.4 87.6
Co-learn [63] 99.0 90.0 84.2 81.0 98.1 97.9 94.9 80.1 94.8 95.9 94.4 48.1 88.2

AaD [59]* 96.8 89.9 83.9 82.7 96.7 95.7 89.5 79.8 95.5 92.6 88.8 56.5 87.4
AaD w/ Co-learn [63]* 97.4 90.6 84.5 83.7 97.1 97.1 91.5 84.9 96.6 94.2 90.4 57.5 88.8
AaD w/ DCPL (ours) 97.9 92.7 83.8 77.9 97.4 97.3 90.6 83.7 96.6 96.5 92.0 66.6 89.4

SHOT [28] 94.3 88.5 80.1 57.3 93.1 94.9 80.7 80.3 91.5 89.1 86.3 58.2 82.9
SHOT w/ ELR [61] 95.8 84.1 83.3 67.9 93.9 97.6 89.2 80.1 90.6 90.4 87.2 48.2 84.1
SHOT w/ ELR (w/ SwinB)* 96.2 87.5 80.9 72.1 94.9 97.5 90.3 81.6 93.4 92.9 87.9 55.0 85.8
SHOT w/ Co-learn [63]* 95.7 87.9 83.4 65.2 94.3 96.3 87.2 81.8 92.1 92.2 88.6 59.1 85.3
SHOT w/ DCPL (ours) 97.0 89.1 83.5 63.3 95.5 97.7 88.6 81.1 93.9 95.3 90.0 65.7 86.7
SHOT++ [29] 97.7 88.4 90.2 86.3 97.9 98.6 92.9 84.1 97.1 92.2 93.6 28.8 87.3
SHOT++ w/ co-learn [63]* 97.8 89.6 91.2 85.4 97.9 98.1 93.6 85.7 97.2 94.7 93.3 37.2 88.5
SHOT++ w/ DCPL (ours) 98.0 91.3 88.5 77.9 98.0 98.7 93.3 84.6 97.3 94.9 93.8 54.7 89.3

Table 2: Performance comparison for DomainNet with a Resnet-50 backbone. DCPL
and co-learning results are obtained using SwinB-1K. * indicates results obtained with
our implementation.

Method C −→ P C −→ R C −→ S P −→ C P −→ R P −→ S R −→ C R −→ P R −→ S S −→ C S −→ P S −→ R AVG

Source only 49.0 62.4 51.1 48.1 72.2 43.9 58.5 64.0 49.0 60.4 53.4 61.1 56.1
AaD [59]* 61.1 77.4 62.2 63.3 81.5 61.3 71.0 70.0 59.8 74.8 67.2 78.8 69.0
AaD w/ Co-learn [63]* 66.1 81.2 64.0 66.1 83.5 62.8 72.4 71.4 62.3 75.8 70.2 82.2 71.5
AaD w/ DCPL (ours) 65.8 82.1 64.6 65.2 83.9 62.7 72.7 72.3 62.0 75.5 70.2 82.2 71.6

SHOT [28] 62.0 78.0 59.9 63.9 78.8 57.4 68.7 67.8 57.7 71.5 65.5 76.3 67.3
SHOT w/ Co-learn [63]* 62.7 80.8 58.7 61.1 82.0 56.2 67.1 70.1 52.9 70.9 67.8 80.9 67.6
SHOT w/ DCPL (ours) 62.9 80.6 61.7 63.3 82.1 60.7 70.1 71.0 59.8 73.4 68.7 80.7 69.6

SHOT++ [29] 63.0 80.4 62.5 66.9 80.0 60.0 71.2 68.7 61.2 72.8 66.6 78.1 69.3
SHOT++ w/ Co-learn [63]* 63.6 81.2 61.3 64.3 82.2 59.7 68.8 70.3 57.0 73.1 68.3 81.3 69.3
SHOT++ w/ DCPL (ours) 62.7 80.7 62.8 64.7 82.5 62.3 72.0 71.6 62.3 74.6 68.6 81.1 70.5

5.2 Implementation Details

In all our experiments we use PyTorch and train on NVIDIA V100 and A100
GPUs. We use pre-trained ResNet [15] architectures as backbones. Specifically,
Resnet50 is used for OfficeHome and DomainNet, while Resnet-101 is used for
VisDA. As in [28, 29], we replace the original fully connected layer with a bot-
tleneck layer followed by batch normalization and a task-specific fully connected
classifier with weight normalization. We follow the source model training proce-
dure applied in [28, 29]. Specifically, we train the whole network through back-
propagation, and the newly added layers are trained with a learning rate 10
times larger than that of the pre-trained layers. We use mini-batch SGD with a
momentum of 0.9 and a weight decay of 1e-3.
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Table 3: Performance comparison for OfficeHome with a Resnet-50 backbone. DCPL
and co-learning results are obtained using SwinB-1K. * indicates results obtained with
our implementation.

Method A −→ C A −→ P A −→ R C −→ A C −→ P C −→ R P −→ A P −→ C P −→ R R −→ A R −→ C R −→ P AVG

Source only 44.6 67.3 74.8 52.7 62.7 64.8 53.0 40.6 73.2 65.3 45.4 78.0 60.2
A2Net [54] 58.4 79.0 82.4 67.5 79.3 78.9 68.0 56.2 82.9 74.1 60.5 85.0 72.8
SFDA-DE [8] 59.7 79.5 82.4 69.7 78.6 79.2 66.1 57.2 82.6 73.9 60.8 85.5 72.9
CoWA-JMDS [23] 56.9 78.4 81.0 69.1 80.0 79.9 67.7 57.2 82.4 72.8 60.5 84.5 72.5
TPDS [48] 59.3 80.3 82.1 70.6 79.4 80.9 69.8 56.8 82.1 74.5 61.2 85.3 73.5
Co-learn [63]* 58.1 84.4 87.6 75.9 85.5 86.9 74.6 55.1 87.9 78.0 58.2 88.4 76.7

AaD [59] 59.3 79.3 82.1 68.9 79.8 79.5 67.2 57.4 83.1 72.1 58.5 85.4 72.7
AaD w/ co-learn [63]* 61.6 83.6 85.5 74.6 84.5 84.2 72.3 60.7 85.7 76.8 63.0 88.0 76.7
AaD w/ DCPL (ours) 61.9 84.5 87.1 75.7 85.8 85.6 73.6 59.8 86.5 78.1 62.9 89.0 77.5

SHOT [28] 57.1 78.1 81.5 68.0 78.2 78.1 67.4 54.9 82.2 73.3 58.8 84.3 71.8
SHOT w/ ELR [61] 58.7 78.9 82.1 68.5 79.0 77.5 68.2 57.1 81.9 74.2 59.5 84.9 72.6
SHOT w/ co-learn [63]* 60.8 80.8 85.5 72.4 81.9 83.3 72.4 59.4 84.7 77.1 62.3 87.3 75.7
SHOT w/ DCPL (ours) 59.9 84.3 87.8 76.8 85.8 86.6 74.8 58.6 87.4 77.9 61.1 89.0 77.5

SHOT++ [29] 57.9 79.7 82.5 68.5 79.6 79.3 68.5 57.0 83.0 73.7 60.7 84.9 73.0
SHOT++ w/ co-learn [63]* 60.1 82.2 86.1 73.2 83.3 83.7 72.2 59.6 85.1 77.0 63.2 87.9 76.1
SHOT++ w/ DCPL (ours) 61.2 84.3 88.0 76.7 86.1 86.6 74.2 59.3 87.6 78.2 62.4 89.5 77.8

For the target adaptation process, we generate the pseudo-labels at the be-
ginning of training using a pre-trained network Swin-Base [34], since Swin trans-
formers [34] were shown to be robust under domain shifts [19]. In our experi-
ments, we used two pre-trained SwinB networks, one of which was pre-trained
on Imagenet-1K, and the other which was pre-trained on Imagenet-22K and
then finetuned on Imagenet-1K (ImageNet-22K-1K). The learning rate is set to
1e-2 for OfficeHome, and 1e-3 for VisDA and DomainNet. The temperature τ
for calculating Tc is set to 0.01 when using the Imagenet-1K pretrained network
and 0.05 for ImageNet-22K-1K. λ was set to 0.01 [49] for all datasets to avoid
overfitting and maintain simplicity for the practitioners. For γ we chose 0.01
for OfficeHome and DomainNet which have a large number of classes and 1 for
VisDA with a smaller amount of classes to account for the ratio in class amount
(squared due to square in the loss term). We train the adapted networks for 50
epochs in all cases. All of our results report the mean accuracy over three runs
with different random seeds (2019, 2020, and 2021) as was done in [28].

5.3 Main Results

In this section, we report the results of DCPL on all of the datasets. Tables 1 –
3 present performance comparisons of our method to state-of-the-art methods.
Since DCPL only adjusts the cross-entropy loss, it can be combined with other
common SFDA methods. Here we investigate its combination with SHOT [28],
SHOT++ [29] and AaD [59]. For SHOT and SHOT++ which contain cross-
entropy components, we replace this component with our DCPL cross-entropy.
For AaD, which originally did not include a pseudo-labeling process or a cross-
entropy term loss, we follow co-learning [63] and add a cross-entropy term in our
comparisons. Finally, we also report the accuracy of "source only" which is the
source model (trained with the source dataset alone) on the target dataset.
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Table 4: Prior loss (Eq. 8) contribution to DCPL performance

Method Prior loss OfficeHome DomainNet VisDA

SHOT w/ co-learn NR 75.7 67.6 85.3
SHOT w/ DCPL - 77.4 69.3 85.9
SHOT w/ DCPL + 77.5 69.6 86.7

Table 5: Influence of PL network (SwinB-1K versus SwinB-22K-1K) on performance

Method PL net OfficeHome DomainNet VisDA

SHOT w/ DCPL SwinB-1K 77.5 69.6 86.7
SHOT w/ DCPL SwinB-22K-1K 83.8 73.7 88.0

SHOT++ w/ DCPL SwinB-1K 77.8 70.5 89.2
SHOT++ w/ DCPL SwinB-22K-1K 83.8 74.2 89.9

The tables show the following: (1) DCPL outperforms all previous meth-
ods on all three datasets, and (2) DCPL significantly outperforms Co-learning
irrespective of the SFDA method it was applied to.

5.4 Ablation Study

In this section, we analyze the contribution of the noise transition matrix and
the influence of our new prior loss regularization on performance.

Prior loss regularization ablation. Table 4 shows the contribution of our
prior loss to the transition matrix learning when applied with SHOT [28] imple-
mentation for all three datasets. In all cases, the performance increased when
the prior was added with the largest contribution in VisDA.

Pseudo-labeling network ablation. The strength of the pseudo-labeler has
a direct effect on the quality of the adapted network, as a stronger network
will reduce label noise. To test this, we report results using the SwinB version
trained on either ImageNet1K or trained on ImageNet22K and finetuned on
ImageNet1K. Table 5 depicts the performance of both SHOT [28] and SHOT++
[29] with DCPL.

Oracle comparison. Table 6 presents a performance comparison of DCPL to
an oracle implementation on the DomainNet dataset. The oracle version was
implemented using the real noise transition matrix based on the target labels
(which we do not have access to in UDA). The comparison to the oracle allows
us to analyze the performance increase potential of DCPL when the estimated
transition matrix is made accurate. In the table, we also compare DCPL to a
naive baseline implementation in which the transition matrix is set to a fixed
identity matrix (T̂ = I); i.e., if we assume noiseless pseudo-labels and do not
learn the TM. Comparing this naive baseline to DCPL shows an increase of 4.3%
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Table 6: Performance comparison to Oracle and Baseline (without using a transition
matrix) for DomainNet.

Method PL net C −→ P C −→ R C −→ S P −→ C P −→ R P −→ S R −→ C R −→ P R −→ S S −→ C S −→ P S −→ R AVG

SHOT [28] 62.0 78.0 59.9 63.9 78.8 57.4 68.7 67.8 57.7 71.5 65.5 76.3 67.3
w/ DCPL (w/ T̂ = I) SwinB-1K 63.3 79.9 53.9 57.7 81.5 52.1 61.9 68.9 49.0 66.7 67.5 80.9 65.3
w/ DCPL (ours) SwinB-1K 62.9 80.6 61.7 63.3 82.1 60.7 70.1 71.0 59.8 73.4 68.7 80.7 69.6
w/ DCPL Oracle SwinB-1K 64.7 83.5 64.2 67.6 83.8 64.4 73.7 72.9 65.4 76.3 70.8 83.2 72.5

w/ DCPL (w/ T̂ = I ) swinB-22K-1K 65.8 83.5 62.1 67.4 84.8 62.1 71.1 72.9 61.2 72.2 70.1 84.8 71.5
w/ DCPL (ours) swinB-22K-1K 69.2 84.6 65.3 68.9 86.2 64.9 74.1 75.0 63.3 75.5 72.9 84.7 73.7
w/ DCPL Oracle swinB-22K-1K 71.7 86.8 68.6 74.6 87.7 68.8 76.1 76.3 68.4 78.7 75.5 87.8 76.8

Fig. 2: Real and learned noise transition matrices for VisDA.

using SwinB-1K and 2.2% using SwinB-22K-1K. This demonstrates the contri-
bution of TM over SwinB. Comparing this naive baseline to the oracle version of
DCPL shows an increase of 7.2% to 72.5% and 5.3% to 76.8%, using SwinB-1K
and SwinB-22K-1K respectively. As expected, DCPL achieves an intermediate
accuracy of 69.6% and 73.7%. These results show that better estimations of the
transition matrix can generate significant improvement gains.

Noise transition matrix. Fig. 2 shows an example of real as compared to
learned confusion matrices for the VisDA dataset. It is clear that the real and
learned matrices are diagonally dominant, which is compatible with our assump-
tion. Additionally, the comparison of the matrices shows that the main confu-
sions are learned successfully, e.g., Truck samples classified as Cars, Bus and Car
samples classified as Truck, and Person samples classified as Skateboard. On the
other hand, there are also estimation errors in the transition matrix, e.g., the
Knife category seems to be estimated as a corrupted class, although it has high
accuracy estimation (above 90%) with almost no misclassifications.

t-SNE visualisations. Fig. 3 shows t-SNE plots of target sample embeddings
using our method for VisDA and DomainNet (Clipart to Sketch and Real to
Sketch). These plots show the influence of using the noise transition matrix on
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Fig. 3: t-SNE visualization for (a) Clipart to Sketch adaptation from the DomainNet
dataset, (b) Real to Sketch adaptation from the DomainNet dataset, (c) synthetic to
real adaptation for the VisDA dataset: (1) at the beginning of the target adaptation
process, which demonstrates the source model’s ability to separate the different classes,
(2) at the end of target adaptation using DCPL with T̂ = I, (3) at the end of target
adaptation using DCPL.

the target cluster arrangement. In each figure, three t-SNE plots of the target
embeddings are presented: (1) at the beginning of the target adaptation process,
which demonstrates the ability of the source model to separate the different
classes, (2) at the end of target adaptation using DCPL with T̂ = I (using
SHOT), (3) at the end of target adaptation with DCPL (using SHOT). These
plots clearly show the contribution of the transition matrix to the discriminabil-
ity of the different classes.

6 Conclusion

In this work, we introduce DCPL, a new SFDA approach that de-confuses the
pseudo-labels by learning a noise transition matrix. Inspired by LLN methods
and modified for the setting of domain adaptation using information inherent in
the source of the pseudo-labels, the transition matrix captures the label corrup-
tion, which in turn enables a better true class-posterior estimation. We demon-
strate the effectiveness of our approach when applied to several SFDA methods
and provide state-of-the-art results on three domain adaptation datasets, show-
ing that it is complementary to each of the methods we experimented with, as
well as applicable to a wide range of scenarios.
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