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Abstract. Both self-supervised depth estimation and Structure-from-
Motion (SfM) recover scene depth from RGB videos. Despite sharing
a similar objective, the two approaches are disconnected. Prior works
of self-supervision backpropagate losses defined within immediate neigh-
boring frames. Instead of learning-through-loss, this work proposes an al-
ternative scheme by performing local SfM. First, with calibrated RGB or
RGB-D images, we employ a depth and correspondence estimator to infer
depthmaps and pair-wise correspondence maps. Then, a novel bundle-
RANSAC-adjustment algorithm jointly optimizes camera poses and one
depth adjustment for each depthmap. Finally, we fix camera poses and
employ a NeRF, however, without a neural network, for dense triangu-
lation and geometric verification. Poses, depth adjustments, and trian-
gulated sparse depths are our outputs. For the first time, we show self-
supervision within 5 frames already benefits SoTA supervised depth and
correspondence models. Despite self-supervision, our pose algorithm has
certified global optimality, outperforming optimization-based, learning-
based, and NeRF-based prior arts. The project page is held in the link.
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1 Introduction

Monocular depth estimation [17,29] infers depthmap from a single image. It is an
essential vision task with applications in AR/VR [41], autonomous driving [19],
and 3D reconstruction [8]. Most methods [5,43,45,69] supervise the model with
groundtruth collected from stereo cameras [71] or LiDAR [19]. Recently, self-
supervised depth [20,21,76] has drawn significant attention due to its potential
to scale up depth learning from massive unlabeled RGB videos.

Classic SfM methods [1,12,47,48,52,65] also reconstruct scene depth from un-
labled RGB videos. Despite its relevance, SfM is rarely applied to self-supervised
depth learning. We outline two potential reasons. First, SfM is an off-the-shelf
algorithm unrelated to the depth estimator. Scale ambiguity renders SfM poses
and depths at different scales compared to depth models. Second, self-supervision
has a well-defined training scheme to work with universal unlabeled videos. It
backpropagates through photometric loss computed within immediate neighbor-
ing frames, e.g., red trajectory in Fig. 1. In contrast, SfM is more selective to

https://shngjz.github.io/SSfM.github.io/
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Fig. 1: Revisit Self-supervision with Local SfM. The work proposes alternating
the learning-through-loss with a local SfM pipeline for self-supervised depth estimation.
We summarize our differences. On self-supervision: (1) Instead of using naive two-view
camera poses, we propose a Bundle-RANSAC-Adjustment pose optimization algorithm
with multi-view constraints. (2) Instead of backpropagating through a loss, we produce
a sparse point cloud with explicit triangulation and geometric verification. The point
cloud serves as either output or pseudo-groundtruth for self-supervision. On SfM: (1)
Our local SfM is adapted to use estimated monocular depthmaps and automatically
resolve their scale inconsistency between pairs of images. (2) We maintain accuracy
under significant sparse view variations, e.g., red trajectories. We generalize SfM to as
few as 5 frames, similar to the number of images used to define self-supervision loss.

input videos. It requires images of diverse view variations (green trajectory in
Fig. 1), being inaccurate and unstable when applied to a small frame window.

This work connects self-supervision with SfM. We replace the self-supervision
loss with a complete SfM pipeline that maintains robustness to a local window.
Shown in Fig. 2, with N frames as input, our algorithm outputs N ´ 1 camera
poses, N ´ 1 depth adjustments, and the sparse triangulated point cloud. In ini-
tialization, N monocular depthmaps and N ˆ pN ´ 1q pairwise correspondence
maps are inferred. Next, we propose a Bundle-RANSAC-Adjustment pose esti-
mation algorithm that retains accuracy for second-long videos. The algorithm
utilizes the 3D priors from mono-depthmap to compensate for the deficient cam-
era views. Correspondingly, we optimize N ´ 1 depth adjustments to alleviate
the depth scale ambiguity by temporally aligning to the root frame depth.

The Bundle-RANSAC-Adjustment extends two-view RANSAC with multi-
view bundle-adjustment (BA). The algorithm has quadratic complexity, designed
for parallel GPU computation. We RANdomly SAmple and hypothesize a set
of normalized poses. In Consensus checking, we apply BA to evaluate a robust
inlier-counting scoring function over multi-view images. Camera scales and depth
adjustments are determined during BA to maximize the scoring function.

Next, we freeze the optimized poses and employ a Radiance Field (RF), i.e.,
a NeRFF [39] without a neural network, for triangulation. We optimize RF to
achieve multi-view depthmap and correspondence consistency within a shared
3D frustum volume. For outputs, we apply geometric verification to extract
multi-view consistent point cloud, i.e., a sparse root depthmap.
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Fig. 2: Local Structure-from-Motion. With N neighboring frames, we extract
monocular depthmaps and pairwise dense correspondence maps with methods, e.g.,
ZoeDepth [5] and PDC-Net [57]. Next, skipping the root frame, we optimize the rest
N ´ 1 camera poses and depth adjustments. The depth adjustments render input
depthmaps temporally consistent. Fixing poses and adjustments, we use the Ra-
diance Field (RF) for triangulation and output a geometrically verified sparse root
depthmap. Our local SfM applies self-supervision with only 5 RGB frames. Yet, our
sparse output already outperforms the input supervised depth with SoTA performance.

Fig. 1 contrasts our method with prior self-supervised depth and SfM meth-
ods. To our best knowledge, there has not been prior work showing geometry-
based self-supervised depth benefits supervised models. However, self-supervision
is supposed to augment supervised models with unlabeled data. In Fig. 2, our
unique pipeline gives the first evident results, that self-supervision with as few
as 5 frames already benefits supervised models.

On top of depths, our multi-view RANSAC pose has certified global optimal-
ity under a robust scoring function. It outperforms prior arts in optimization-
based [48,77], learning-based [55,61], and NeRF-based [58] pose algorithms.

Beyond pose and depth, our method has diverse applications. The depth
adjustments from our method provide empirically consistent depthmaps, impor-
tant for AR image compositing. When given RGB-D inputs, our method enables
self-supervised correspondence estimation. Our accurate pose estimation gives
improved projective correspondence than the SoTA supervised correspondence
input. An example is in Fig. 9. We summarize our contributions as:

– We propose a novel local SfM algorithm with Bundle-RANSAC-Adjustment.
– We show the first evident result that self-supervised depth with as few as

5 frames already benefit SoTA supervised models.
– We achieve SoTA sparse-view pose estimation performance.
– We enable self-supervised temporally consistent depthmaps.
– We enable self-supervised correspondence estimation with 5 RGB-D frames.

2 Related Works

Structure-from-Motion. SfM is a comprehensive task [48,65]. A typical pipeline
is, correspondence extraction [7, 36, 59], two-view initialization [3, 30, 32], trian-
gulation [31,42], and local & global bundle-adjustment [48,65]. Classic methods
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require diverse view variations for accurate reconstruction. Our method compen-
sates SfM on scarse camera views via introducing deep depth estimator. Further,
we suggest SfM itself is a self-supervised learning pipeline, as in Fig. 1. Finally,
our SfM is not up-to-scale and shares the metric space as the input depthmap.
Sparse Multi-view Pose Estimation. Estimating poses from sparse frames is
crucial for self-supervision [11,20,46,70,74], video depth estimation [22,55,60,77],
and sparse-view NeRF [14, 27, 34, 40, 58]. Camera poses are estimated either by
learning [11, 20, 22, 55], optimization [73,77] or together with NeRF [34,58]. We
propose an additional multi-view RANSAC pipeline with improved accuracy.
Self-supervised Depth and Correspondence Estimation. Multiple works
improve self-supervised depth in different ways, including learning loss [20,44,63],
architecture [23, 75], camera pose [6, 10, 38, 73], joint with semantics segmenta-
tion [76], and using large-scale data [53,66]. Recently, [53] shows self-supervision
only performs on-par with supervised models under substantially more data. [66]
shows the benefit of self-supervision via exploiting non-geometry monocular
semantic consistency. Our method shows the first evident results where self-
supervision benefits supervised models with only 5 consecutive frames.
Consistent Depth Estimation. AR applications necessitate temporally con-
sistent depthmaps, i.e., depthmaps from different temporal frames reside in the
same 3D space. Recent works [37,72] align depthmap according to the poses and
points from the off-the-shelf COLMAP algorithm. Our method seamlessly inte-
grates SfM with monocular depthmaps, outputting consistent depth and poses.
Test Time Refinement (TTR). TTR aims to improve self-supervised / super-
vised depth estimators in testing time with RGB video [9, 10, 28, 50, 64]. Meth-
ods [25, 56] rely on off-the-shelf algorithms for pseudo depth and pose labels.
Recently, [25] first shows TTR improves supervised models. TTR is our down-
stream application, which details strategies for utilizing noisy pseudo-labels.

3 Methodology

Our method runs sequentially. From N calibrated images I, we extract N monoc-
ular depthmaps D and N ˆ pN ´ 1q pair-wise dense correspondence C. We split
the N images into one root frame Io in the center of the N -frame window where
o“ t N`1

2 u, and N´1 support frames Ii, where i P N` “ r1, N s\tou. In Sec. 3.1, af-
ter setting the root frame as identity pose, we use Bundle-RANSAC-Adjustment
to optimize N ´ 1 poses P and N ´ 1 depth adjustments R. Next, in Sec. 3.2,
we apply triangulation by optimizing a frustum Radiance Field (RF) V, i.e., a
NeRF without network. Finally, in Sec. 3.3, we apply geometric verification by
rendering multi-view consistent 3D points from RF. An overview is in Fig. 3.

3.1 Bundle-RANSAC-Adjustment Pose Estimation

We generalize two-view RANSAC with multi-view constraints through Bundle-
Adjustment. Sec. 3.1.1 describes our pipeline. In Sec. 3.1.2, we propose Hough
transform to accelerate computation. We discuss the time complexity in Sec. 3.1.3.
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Fig. 3: Algorithm Overview. After extracting monodepths and correspondence
maps from inputs: (a) We apply Bundle-RANSAC-Adjustment to optimize N ´1 cam-
era poses P and N ´ 1 depth adjustments R. (b) We fix poses and depth adjustments
and optimize a frustum Radiance Field (RF) for triangulation. (c) We apply geomet-
ric verification to extract multi-view consistent 3D points via rendering with RF. We
further detail step (a) in Figs 4, 5, and 6, and steps (b) and (c) in Fig. 7.

3.1.1 Optimization Pipeline
RANdom SAmple. We use five-point algorithm [32] as the minimal solver. We
execute it between root and each support frame, extracting a pool of pN ´1qˆK

normalized poses (i.e., pose of unit translation), Q “ tPk

i | i P N`, k P r1, Ksu,
where Pk

i P R3ˆ4. The K is the number of normalized poses extracted per frame.
We term a set of N ´ 1 normalized poses as a group P P RpN´1qˆ3ˆ4. Two-view
RANSAC enumerates over single normalized pose P. Our multi-view algorithm
hence enumerates over normalized pose group P. We initialize the optimal group
P˚ as the top candidate from K poses of Q for each frame. See examples in Fig. 4.
Bundle-Adjustment Consensus. While computing consensus counts, the cam-
era scales S and depth adjustments R are automatically determined with bundle-
adjustment to maximize a robust scoring function:

ρi “ ϕpPq “ max
S,R

fpS, R | P, D, Cq. (1)

Search for Optimal Group. Our multi-view RANSAC has a significantly
larger solution space than two-view RANSAC. With N view inputs, we de-
termine the optimal group out of KN´1 combinations. Hence, we iteratively
search for the optimal group with a greedy strategy. For each epoch, we ablate
pN ´ 1qpK ´ 1q additional pose groups:

Pk

i “ P˚

i \ tP˚

i u Y tPk

i u, (2)

where i P N` and k P r1, Ks. Combine Eq. (2) and Fig. 4, taking frame i as
an example, we replace the optimal pose P˚

i by its K ´ 1 other candidates Pk

i ,
generating K ´ 1 groups. For N frames, we have pN ´ 1qpK ´ 1q ` 1 groups. We
apply bundle-adjustment to each group to evaluate Eq. (1). As shown in Fig. 3
and Fig. 4, we select the normalized pose together with its optimized scales and
depth adjustments that maximize the scores as the output,

P˚
i “ bpP˚

i , S˚
i q, R˚

i “ Rk
i , where k “ arg maxtρk

i u, P˚

i “ Pk

i , S˚
i “ Sk

i , (3)
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Fig. 4: Pose Optimization Pipeline. We show a sample execution when N “3 and
K “ 3. We initialize normalized pose candidates pool Q. Optimal group P˚ is set to
top candidates within Q. In each epoch, Eq. (2) ablates pose group Pk

i . Each group is
scored with Eq. (1) via BA with Hough Transform, detailed in Sec. 3.1.2. The optimal
group with the highest score is updated with Eq. (3). Termination occurs when the
maximum score stabilizes. We maintain quadratic complexity by avoiding repetitive
computation after the first epoch, shown with the Comp. Graph, detailed in Sec. 3.1.3.

where bp¨q combines normalized poses with scales. Fig. 2 third column plots
an adjusted temporal consistent depthmap after applying R˚. In Fig. 4, the
algorithm terminates when the maximum score stops increasing.
Scoring Function. Similar to other RANSAC methods, we adopt robust inlier-
counting based scoring functions. Expand Eq. (1) for a specific group P:

ϕpPq “
ÿ

i,i‰j

ÿ

j

fi,jpsi, sj , ri, rj | Pi, Pj , Di, Dj , Ci,jq, (4)

where i, j are frame index. We set per-frame camera scale, depth, depth adjust-
ment, and correspondence as s P S, D P D, r P R, and C P C. The scoring
function fi,jp¨q has various forms. First, we describe a 2D scoring function:

f2D
i,j p¨q “

ÿ

m

1
´

}πpsi, sj , ri | Pi, Pj , dm
i q ´ cm

i,j}2 ă λ2D
¯

, (5)

where m P r1, M s indexes sampled pixels per frame pair. f2D
i,j p¨q measures the

inlier count between depth projected correspondence and input correspondence.
πp¨q is projection process. Intrinsic is skipped. d and c are depth and correspon-
dence sampled from D and C. An example is in Fig. 5. The 1p¨q is the indicator
function. The projected pixel is an inlier if it resides within the circle of radius
λ2D and center at correspondence cm

i,j (denoted as pj in Fig. 5). cm
i,j is sampled

from correspondence map Ci,j . Second, we introduce a 3D scoring function:

f3D
i,j p¨q “

ÿ

m

1
´

}π-1
psi | Pi, ri, dm

i q ´ π-1
psj | Pj , rj , dm

j q}2 ă λ3D
¯

. (6)

Depth pair di and dj is determined by correspondence. Unlike the 2D one, the
3D function fixes depth adjustment r. Function π´1p¨q back-projects 3D point.
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Fig. 5: Hough Transform between Two Normalized Poses. With fixed normal-
ized poses, there exists three variables, scales si & sj of Pi & Pj and adjustment ri.
Pixel pi and pj are corresponded. Ablating pose scales maps pixel pi to a set of epipo-
lar lines tliu, however, bounded by Red and Green at infinite scales. We have three
observations. First, with fixed normalized poses, epipolar lines li have limited possibil-
ities. Second, scale s and depth adjustment d are equivalent, both adjusting projection
on epipolar line. Third, per epipolar line, to be an inlier, the projection has to reside
within the line-circle intersection, between pst

π and ped
π . The observations motivate us

to discretize the solution space to a 2D matrix, i.e., Hough Transform. Right figure
plots an example transformation Hm

i,j from frame i to j on the mth pixel pi.

3.1.2 Hough Transform Acceleration
Maximizing Eq. (1) for each pose group is computationally prohibitive, as shown
in Fig. 4. We propose Hough Transform for acceleration. We use Eq. (5), the 2D
function f2Dp¨q as an example for illustration. See our motivation in Fig. 5.
Hough Transform. The relative pose between Pi and Pj is defined as:

Pi,j “ PjP-1
i “

“

Ri,j si,jti,j

‰

“
“

RjR-1
i ´siRjR-1

i ti ` sjtj

‰

, (7)

where R, t, and s are rotation, normalized translation and pose scale. From
Eq. (7) and Fig. 5, ti,j is controlled by the scale si and sj , and thus we have:

lim
siÑ` inf

ti,j “ ´RjR-1
i ti, lim

sj Ñ` inf
ti,j “ tj . (8)

For a pixel pi on frame i, its corresponding epipolar line li on frame j is:

li “ K-⊺r ti,jsˆRi,jK-1pi. (9)

Eq. (8) and Eq. (9) suggest the epipolar line has limited possibilities. Operation
r¨sˆ is the cross product in matrix form. Further, as the depth re-projected pixel
pπ of pi always locate on the epipolar line li [24], we have:

l⊺i pπ “ 0, pπ “ πpsi, sj , ri | Pi, Pj , diq. (10)

To be an inlier of the scoring function f2Dp¨q, we have:

}pπ ´ pj}2 ď λ2D. (11)
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Combining Eq. (10), Eq. (11) and Fig. 5, to be an inlier, the projected pixel pπ

has to reside within the line segment, with two end-points computed by the line-
circle intersection. The circle centers at corresponded pixel pj on frame j with a
radius λ2D. We denote the two end-points pst

π and ped
π . We add their calculation

in Supp. Function Jp¨q follows [77] Supp. Eq. (4), which maps a projected pixel
pπ and adjusted depth ridi to camera scale si,j as: si,j “ JpPi,j , ridi, pπq.

Corollary 1. A pixel is an inlier iff:

JpPi,j , ridi, pst
π q ď si,j ď JpPi,j , ridi, ped

π q. (12)

Corollary 2. Scale and depth are equivalent as;

si,j “ JpPi,j , ridi, pπq “ ri ¨ JpPi,j , di, pπq. (13)

See Fig. 5 and proof in Supp. Combine Eqs. (12) and (13),

JpPi,j , di, pst
π q ď

si,j

ri
ď JpPi,j , di, ped

π q. (14)

Set gp¨q maps the variables under optimization to intermediate term si,j

ri
:

JpPi,j , di, pst
π q ď gpri, si, sj | Pi, Pjq ď JpPi,j , di, ped

π q. (15)

The ith pixel is an inlier if and only if its projection satisfies Eq. (15). Note, the
value space of function gp¨q is mapped to a 2D space H after Hough Transform:

x “ gpri, si, sj | Pi, Pjq, y “ arccospt⊺i,jtjq, (16)

where x and y are transformed coordinates. From Eq. (16), x is a synthesized
translation magnitude and y is angular variable. We then set x P r0, xmaxs, and
y P r0, θmaxs, where θmax “ arccosp´t⊺j Ri,jtiq. Finally, the value of H is:

@y P r0, θmaxs, Hpx | yq “ 1, if x P rJmin, Jmaxs, (17)

where Jmin and Jmax are the two bounds from Eq. (15). The transformation over
the scoring function f2D

i,j with all M sampled pixels between frame Ii and Ij :

Hi,j “
ÿ

m

Hm
i,j , f2D

i,j psi, sj , ri | Pi, Pjq “ Hi,jpx, yq, (18)

where x and y are functions of si, sj , ri. Eq. (1) becomes:

ϕpPq “ max
S,R

ÿ

i

ÿ

j,j‰i

Hi,jpxpS, Rq, ypS, Rqq. (19)

In our implementation, we discretize Hi,j to a 2D matrix.
Accelerate Bundle-Adjustment Consensus. The BA determines N ´1 cam-
era scales and N ´ 1 depth adjustments to maximize the scoring function ϕp¨q in
Eq. (19). With Hough transform, BA maximizes the summarized intensity via
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Fig. 6: Visualize Hough Transform Matrix Hj
i from Eq. (18). Area with higher

intensity suggests more inlier counts. Given normalized pose group, for N views, there
exists N ˆ pN ´ 1q matrices Hj

i , constraining N ´ 1 scale and N ´ 1 adjustments. We
plot the start and end points after optimizing Eq. (19) in the figure.

indexing N ˆ pN ´ 1q Hough transform matrices H. It avoids BA repetitively
enumerating all sampled pixels. Fig. 6 shows an example optimization process.
Certified Global Optimality of robust inlier-counts scoring function Eq. (5)
and Eq. (6) are achieved after optimization. See Fig. 8 for more analysis.
Optimization with RGB-D. With GT depthmap, the algorithm switches to
the 3D scoring function f3D

i,j p¨q. The depth adjustment is fixed to 1 and the 2D
line-circle intersection becomes 3D line-sphere intersection. See Supp. for details.

3.1.3 Computational Complexity
Naive Time Complexity. From Eq. (2) and Fig. 4, in each epoch, we evaluate
pN ´ 1qpK ´ 1q pose groups with Hough Transform Acceleration. Suppose each
group takes T iterations to optimize Eq. (19), the time complexity is:

OppN ´ 1qpK ´ 1q ¨ NpN ´ 1q ¨ pM ` T qq, (20)

where each group computes NpN ´ 1q Hough matrices H. Each matrix enumer-
ates M sampled pixels, see Eq. (18). Maximizing Eq. (19) becomes indexing H,
hence has a constant time complexity T , where T ăă M .
Counting Unique Hough Matrices. Most computation is spent on Hough
matrices. In Fig. 4, each connection in the computation graph suggests two
unique Hough matrices. We minimize time complexity by only computing unique
Hough matrices. In Fig. 4 first epoch, the initial optimal group P˚ has NpN ´1q

matrices. Each ablated group only differs by one pose, hence introducing 2pN ´

1qpN ´ 1qpK ´ 1q matrices. The first-epoch complexity is then:

OH
pNpN ´ 1qM ` 2pN ´ 1q

2
pK ´ 1qMq ` OBA

pNpN ´ 1qpK ´ 1qT q. (21)

Only the Hough transform is accelerated. As T ăă M , the complexity of BA is
neglectable. After the first epoch, P˚ only updates one pose per epoch, hence
introducing 2pN ´ 2qpK ´ 1q matrices. The complexity for the rest epochs is,

OH
p2pN ´ 2qpK ´ 1qMq ` OBA

pNpN ´ 1qpK ´ 1qT q. (22)

While Eq. (22) has linear complexity, our method only updates one pose per
epoch. Updating poses in all frames like other SfM methods is still quadratic.
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(a) Triangulation (b) Geometric Verification

Fig. 7: Triangulation optimizes frustum RF for multiview consistency w.r.t. depth
and correspondence. Geometric Verification inferences RF for sparse multiview con-
sistent 3D points. For simplicity, in (a), we only plot Lc defined from the root frame.

3.2 Frustum Radiance Field Triangulation

Frustum Radiance Field. Now, we fix the optimized pose P˚. Then we employ
a frustum radiance field V of size H ˆ W ˆ D for dense triangulation. Field
V is defined over the root frame Io and shares similarity with the categorical
depthmap [4,17]. We follow [58,62] in rendering the depth d. The RGB estimation
is skipped as unrelated. A 3D ray originated from pixel pi at frame i is discretized
into a set of 3D points and depth labels. With slight abuse of notation, we denote
tp̂i,t “ o ` dtr | t P r1, T su, where p̂ is a 3D point, dt is depth label and r is ray
direction. Set integration interval δt “ dt`1 ´ dt, depth d is:

dppiq “
ÿ

t

αtdt, αt “ Ttp1 ´ exp p´σtδtqq, Tt “ expp´
ÿ

t1Pr1,ts

σt1δt1 q. (23)

We set the camera origin of frame i as o. Instead of regressing occupancy δ with
MLP [58,62], we directly interpolate the radiance field V:

δt “ Vpu, v, wq, where
“

u v w
‰⊺

“ πpE, p̂i,tq. (24)

Matrix E is the identity matrix. Function πp¨q is projection function. Compared
to using the MLP, frustum radiance field V is more computationally efficient [16].
Triangulation. Classic triangulation method [48] operates on a single 3D point.
The RF provides additional constraints where all optimized points share a canon-
ical 3D volume. In Fig. 7, we supervise V for multi-view consistency between
dense depthmap D and correspondence map C. On depth:

LD “
1

NM

ÿ

i

ÿ

m

}πpPi, p̂m
q ´ dm

i }1. (25)

Here, p̂m is rendered from the root frame, following depth computed with
Eq. (23). To apply correspondence consistency, we have:

LC “
1

NpN ´ 1qM

ÿ

i

ÿ

j,j‰i

ÿ

m

}πpPj , p̂m
i q ´ qm

i,j}1, (26)

where p̂m
i “ π-1pPi, pm

i , dppm
i qq, pm

i “ πpPi, p̂mq. With slight abuse of notation,
function πp¨q returns depth for LD, and location for LC . We always first render
from the root frame and subsequently project to N frames. From there, we
project to other supported frames again, forming NpN ´ 1q pairs.
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Table 1: Self-Supervised Depth Estimation. We apply self-supervision with 5
frames via executing the local SfM. We output improved sparse depthmaps over SoTA
supervised inputs. The evaluation is conducted over the root frame.

Dataset Method Density δ0.5 δ1 SIlog A.Rel S.Rel RMS RMSlog

ScanNet [13]

ZoeDepth [5] 9.1% 0.877 0.963 6.655 0.056 0.016 0.154 0.075
ë Ours 0.902 0.976 5.901 0.050 0.014 0.149 0.070
ZeroDepth [35] 5.6% 0.641 0.834 12.860 0.124 0.086 0.337 0.152
ë Ours 0.686 0.877 9.463 0.106 0.067 0.295 0.133
Metric3D [68] 2.6% 0.804 0.946 6.708 0.067 0.020 0.150 0.084
ë Ours 0.854 0.968 4.170 0.055 0.014 0.125 0.068

KITTI360 [33]

ZoeDepth [5] 4.0% 0.677 0.899 14.154 0.103 0.490 3.521 0.153
ë Ours 0.719 0.910 13.220 0.094 0.474 3.499 0.145
ZeroDepth [35] 4.5% 0.584 0.844 16.468 0.132 0.819 3.486 0.183
ë Ours 0.654 0.877 13.881 0.115 0.772 3.395 0.164
Metric3D [68] 3.2% 0.846 0.958 9.226 0.072 0.508 2.194 0.104
ë Ours 0.860 0.963 8.896 0.068 0.487 2.139 0.101

Table 2: Consistent Depth Estimation. We measure the numerical improvement
by aligning the support frame depthmaps to the root frame with our depth adjustment
scalars. The evaluation is conducted on support frames on ScanNet [13].

Method δ0.5 δ1 SIlog A.Rel S.Rel RMS RMSlog

ZoeDepth [5] 0.658 0.894 9.242 0.104 0.039 0.255 0.128
ë Ours 0.793 0.942 9.242 0.079 0.024 0.203 0.105
ZeroDepth [35] 0.351 0.589 20.145 0.254 0.223 0.565 0.287
ë Ours 0.490 0.725 20.145 0.199 0.156 0.457 0.237
Metric3D [68] 0.533 0.753 12.425 0.216 0.339 0.495 0.228
ë Ours 0.664 0.838 12.425 0.137 0.126 0.345 0.175

3.3 Geometric Verification

With the RF optimized, we apply geometric verification to acquire sparse multi-
view consistent 3D points, as in Fig. 7:

C “ t
ÿ

i,i‰o

cm
i ě nc

u, cm
i “ 1 if

ÿ

i,i‰o

}p̂m
i ´ p̂m

}2 ď λc. (27)

We follow the same rendering process as training, where p̂m
i is computed with

Eq. (26). First, we render 3D points from the root frame, project them to other
views, and render 3D points from there again. A point is valid if a minimum of
nc views are consistent with the root.

4 Experiments

4.1 Self-supervised Depth Estimation

We benchmark whether self-supervision benefits supervised depth in unseen test
data. For the correspondence estimator, we use PDC-Net [57]. For depth es-
timators, we adopt recently published in-the-wild depth estimator, including
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Table 3: Self-Supervised Correspondence Estimation. We improve correspon-
dence with RGB-D inputs, using metrics from [57]. The entry train and test are training
and testing datasets of correspondence estimators. [Key: M=MegaDepth, S=ScanNet]

Method Train Test PCK-1 PCK-3 PCK-5 AEPE
PDC-Net [57]

M S
0.119 0.511 0.743 4.612

ë LightedDepth [77] 0.061 0.341 0.563 6.590
ë Ours 0.178 0.658 0.866 2.898
RoMa [15]

S S
0.144 0.583 0.815 3.333

ë LightedDepth [77] 0.066 0.359 0.588 5.974
ë Ours 0.183 0.638 0.844 3.067

Ours + RoMa [57]

RoMa [57]

LightedDepth [77]

Confidence of Correspondence Estimation Sequence Index Minutes

P
C

K
-1
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Fig. 8: Ablation Studies on the ScanNet.

ZoeDepth [5], ZeroDepth [35], and Metric3D [68]. We evaluate with ScanNet [13]
and KITTI360 [33] where all models perform zero-shot prediction.
Test Data. In dense correspondence estimation, methods [57,58,78] output con-
fidence score per correspondence. We follow [57,58] to set a minimum threshold
of 0.95. We run on ScanNet test split and it returns 92 sequences with sufficient
correspondence. We form our test split by sampling 5 neighboring frames per
valid sequence. Similarly, we run on KITTI360 data and randomly select 100ˆ5
test split, i.e., 100 sequences with 5 frames each. We consider it a comprehensive
experiment. Similar to SPARF [58], our triangulation trains a NeRF-like struc-
ture. For reference, SPARF experiment on DTU dataset [26] includes only 15
sequences each with 3 images. In comparison, we include around 100 sequences.
Evaluation Protocols. We evaluate on root frame. We remove the scale ambi-
guity in the local SfM system to correctly reflect depth improvement. Specifically,
we adjust all 5 depthmaps by an identical scalar computed between estimated
root and GT depthmap, i.e., the median scaling [21]. This eliminates scale am-
biguity in the root frame while preserving it in support frames.
Results. In Tab. 1, our point cloud has a density of 2.6%´9.1%, which amounts
to 10 ´ 30k points on a 480 ˆ 640 image. On accuracy, we have unanimous
improvement over all supervised models of both datasets. Especially, we outper-
form strong baselines of ZoeDepth on ScanNet and Metric3D on KITTI360.

4.2 Consistent Depth Estimation

We evaluate on ScanNet. We follow Sec. 4.1 data split but evaluate the support
frames. Temporal consistent depth is essential for AR applications [37]. Tab. 2
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RGB-D Inputs RGB-D Inputs RoMa [15]

Correspondence from t to t+1

RoMa + Ours

Correspondence from t to t+1

Fig. 9: Self-supervised Correspondence Estimation enabled by our method with
RGB-D inputs. The correspondence error is marked by the radius of the circle.

reflects the performance gain by aligning support frames to root with adjust-
ments, which are jointly estimated with camera poses, see Fig. 2 and Fig. 3.

4.3 Self-supervised Correspondence Estimation

Real-world image correspondence label is expensive, e.g. KITTI provides only
200 optical flow labels. Existing datasets, such as MegaDepth and ScanNet, re-
quire large-scale 3D reconstruction with manual verification. Hence, correspon-
dence estimators can not fine-tune on general RGB-D datasets like NYUv2 [51]
or KITTI [18]. But our method enables self-supervised correspondence estima-
tion on RGB-D data when using 3D scoring function Eq. (6). The camera poses
are optimized with the point cloud specified by depthmap and correspondence.
The accurate pose in turn improves projective correspondence. In Tab. 3, with 5
RGB-D frames, our method improves projective correspondence over inputs. We
use the same test split as Sec. 4.1. The evaluation accumulates correspondence
of each frame pair. Fig. 8a shows our improvement is unanimous over both
confident and unconfident estimation. A visual example is in Fig. 9.

4.4 Sparse-view Pose Estimation

Comparison with Optimization-based and Learning-based Poses. Pre-
vious studies either evaluate two-view pose [22,55], or SLAM-like odometry [61].
For more comparison, following Sec. 4.1 ScanNet split, we keep root frame and
gradually add neighboring frames. In Tab. 4, LightedDepth [77] and ours both
use PDC-Net [57] correspondence and ZoeDepth [5] mono-depth. COLMAP [48]
uses PDC-Net correspondence. In evaluation, we follow [58] in aligning to GT
poses. In Tab. 4, our zero-shot pose accuracy significantly outperforms all prior
arts, including [22,55,61] with ScanNet [13] or ScanNet++ [67] in their training
set. See Supp. Tab. 4 for complete comparison from 3 to 9 frames. In Fig. 8, we
attribute our superiority to certified global optimality over robust measurements.
Comparison with NeRF-based Poses. Sparse view NeRF methods optimize
NeRF jointly with camera poses, mandating a sophisticated and time-consuming
optimization scheme. E.g., SPARF [58], takes one day to optimize the pose
and NeRF. Typically, their poses are initialized with COLMAP. Our method
provides an alternative initialization with superior performance. In Tab. 5, our
initialization achieves better or on-par pose performance than SoTA [58] while
only taking „3 minutes (Fig. 7). Our lower performance on Replica dataset might
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Table 4: Sparse-view Pose Comparison with optimization-based and learning-
based methods. We only compare against COLMAP on its success sequences. Please
see the complete comparison from 3 to 9 frames in Supp. Tab. 1. Our method performs
zero-shot testing on ScanNet while outperforming DeepV2D [55], DRO [22] with
ScaNet [13] in training set. DUSt3R [61] trains on a similar dataset ScanNet++ [67].

Frames Method Zero-shot Suc. (%) PCK-3 C3D-3 Rot. Trans.

5

COLMAP [48] ✓ 36.7 0.584 0.863 0.577 1.296
Ours ✓ 100.0 0.727 0.904 0.422 1.062
DeepV2D [55] - ScanNet ✗

100.0

0.526 0.805 0.945 1.496
DeepV2D [55] - NYUv2 ✓ 0.530 0.771 1.041 1.568
DeepV2D [55] - KITTI ✓ 0.125 0.387 4.908 4.231
LightedDepth [77] ✓ 0.651 0.832 0.469 1.550
DRO [22] - ScanNet ✗ 0.656 0.853 0.385 1.200
DRO [22] - KITTI ✓ 0.003 0.211 3.610 5.469
DUSt3R [61] w.o. Intrinsic ✓ 0.364 0.705 0.487 2.074
DUSt3R [61] w.t. Intrinsic ✓ 0.594 0.824 0.570 1.759
Ours ✓ 0.799 0.900 0.368 1.120

Table 5: Sparse-view Pose Comparison with NeRF-based methods following [58].

Method Frames LLFF [49] Replica [54]
Rot. Trans. Rot. Trans.

BARF [34]

3

2.04 11.6 3.35 16.96
RegBARF [34,40] 1.52 5.0 3.66 20.87
DistBARF [2,34] 5.59 26.5 2.36 7.73
SCNeRF [27] 1.93 11.4 0.65 4.12
SPARF [58] 0.53 2.8 0.15 0.76
Ours 0.46 1.9 0.52 4.09

be due to ZoeDepth not being trained on synthetic data. Our work suggests the
straightforward “first-pose-then-NeRF” scheme also applies to short videos.
Certified Global Optimality. In Fig. 8b, our Bundle-RANSAC-Adjustment
always finds more inliers than groundtruth poses. To our best knowledge, we
are the first work that extends RANSAC to a multi-view system.
Run-time. In Fig. 8c, we run approximately 3ˆ slower than COLMAP. But
both have quadratic complexity. With 3{5{7{9 frames, we take 0.8{2.0{5.3{9.4
minutes on RTX 2080 Ti GPU, while COLMAP uses 0.3{0.9{1.8{3.6 minutes on
Intel Xeon 4216 CPU. COLMAP runs sequentially. But our method is highly
parallelized. Our core operation Hougn Transform scales up with more GPUs.

5 Conclusion

By revisiting self-supervision with local SfM, we first show self-supervised depth
benefits SoTA supervised model with only 5 frames. We have SoTA sparse-
view pose accuracy, applicable to NeRF rendering. We have diverse applications
including self-supervised correspondence and consistent depth estimation.
Limitation. The NeRF-like triangulation constrains our method from applying
to large-scale self-supervised learning. Its efficiency requires improvement.
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