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Abstract. Anomaly detection is a practical and challenging task due to
the scarcity of anomaly samples in industrial inspection. Some existing
anomaly detection methods address this issue by synthesizing anomalies
with noise or external data. However, there is always a large semantic
gap between synthetic and real-world anomalies, resulting in weak perfor-
mance in anomaly detection. To solve the problem, we propose a few-shot
Anomaly-driven Generation (AnoGen) method, which guides the diffu-
sion model to generate realistic and diverse anomalies with only a few real
anomalies, thereby benefiting training anomaly detection models. Specif-
ically, our work is divided into three stages. In the first stage, we learn
the anomaly distribution based on a few given real anomalies and inject
the learned knowledge into an embedding. In the second stage, we use
the embedding and given bounding boxes to guide the diffusion model to
generate realistic and diverse anomalies on specific objects (or textures).
In the final stage, we propose a weakly-supervised anomaly detection
method to train a more powerful model with generated anomalies. Our
method builds upon DRAEM and DesTSeg as the foundation model and
conducts experiments on the commonly used industrial anomaly detec-
tion dataset, MVTec. The experiments demonstrate that our generated
anomalies effectively improve the model performance of both anomaly
classification and segmentation tasks simultaneously, e.g., DRAEM and
DseTSeg achieved a 5.8% and 1.5% improvement in AU-PR metric on
segmentation task, respectively. The code and generated anomalous data
are available at https://github.com/gaobb/AnoGen.

1 Introduction

Anomaly detection has wide real-world application scenarios, e.g., manufactur-
ing quality inspection and medical out-of-distribution detection. However, the
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Fig.1: Comparisons of real anomalies (left column) and generated anomalies with
ours (middle column) and other methods (right column). Given a few images of a real
anomaly concept, our AnoGen is able to generate more realistic and diverse anoma-
lies through learning a pre-trained diffusion model compared to the existing synthetic
methods such as DRAEM and CutPaste. Meanwhile, our generated anomalies are spa-
tially controllable because of a given mask (e.g., bounding box), which will benefit
downstream anomaly detection tasks, i.e., classification and segmentation.

extreme scarcity of anomaly data in the real world makes anomaly detection
tasks (including image-level classification and pixel-level segmentation) highly
challenging.

Faced with the fact of rare anomaly data, several works propose unsupervised
learning methods to eliminate the need for anomaly data. For example, [1,[11]
estimate the multivariate Gaussian distribution of normal images, [33| creates
a large memory bank to store the features of normal images, and [12}38] /48|
train a reconstruction network to compare the difference between reconstructed
output and original image or feature extracted from a pre-trained model. While
these methods have achieved satisfactory performance in anomaly classification
tasks, unfortunately, due to the lack of discriminative guidance from anomaly
data, they still perform poorly in anomaly segmentation tasks.

To perform anomaly segmentation models better, some recent works, such
as DRAEM [47], CutPaste [20], and SimpleNet [24], propose to artificially syn-
thesize anomalies to train discriminative models. Specifically, DRAEM mixes an
external texture dataset and normal images to synthesize anomalies, CutPaste
crops an image’s region and randomly pastes it to another region, and Simplenet
adds noise to the feature map to simulate anomalies. These synthesized anoma-
lies have indeed proven beneficial for discriminative models, leading to superior
performance in anomaly segmentation tasks. However, the drawback is that the
synthesized anomalies are based on additional datasets or noise, which results in
a significant semantic gap compared to real anomalies. This raises the question:
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