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1 More Experimental Details

1.1 Datasets

DDD17. The vehicles in the DDD17 dataset were manually labeled by the
authors of [11] to create the PKU-DDD17-Car dataset for object detection tasks.
Additional details about the PKU-DDD17-Car dataset are outlined in Tab. 1.
DSEC. The original dataset comprises 53 sequences captured in three distinct
regions of Switzerland. RGB frames are captured using the FLIR color cam-
era, which boasts a resolution of 1440 x 1080. The original DSEC dataset [5]
lacks the required labels for object detection. The labels introduced in [18] is
used in this work. This annotated dataset consists of a total of 41 sequences,
allocated for training (33 sequences), validation (3 sequences), and testing (5
sequences). Notably, the dataset covers a wide range of lighting conditions, from
ideal to highly challenging. This diversity guarantees comprehensive testing of
vision systems, ensuring their robustness and applicability in real-world settings.
Additionally, unlike the DDD17 dataset, in which both event data and RGB data
are sourced from the same DAVIS camera, the raw event data and RGB data in
the DSEC dataset are not aligned; they do not correspond to the same frame.
Therefore, additional preprocessing of the raw DSEC data is essential. Further
details regarding the preprocessing steps are provided below:

Homographic transformation. To address the misalignment between the event
data and RGB data, the two types of data need to be transformed into the same
frame. The dataset provides a baseline of 4.5 cm between the two cameras,
allowing for the transformation to a common viewpoint. In our pre-processing,
we leverage the homographic transformation induced by pure rotation, as derived
in Eq. 1, to align the scene from an RGB frame to an event-camera frame. It’s
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Table 1: A detailed description of the recorded data in the PKU-DDD17-CAR dataset

Recorded data (.hdf5)|Condition|Length (s)|Type

1487339175 day 347 test
1487417411 day 2096 test
1487419513 day 1976  |train
1487424147 day 3040 train
1487430438 day 3135 |train
1487433587 night-fall 2335 train
1487593224 day 524 test
1487594667 day 2985  |train
1487597945 night-fall 50 test
1487598202 day 1882  |train
1487600962 day 2143 test
1487608147 night-fall 1208 |train
1487609463 night-fall 101 test
1487781509 night-fall 127 test

Fig. 1: Examples illustrate the comparison before and after the homomorphic trans-
formation. On the left (a): an overlay map of the original RGB image and event image.
On the right (b): an overlay map of the RGB image and event image after the homo-
morphic transformation.

important to note that, in our scenario, the scene appears far away from the
camera, and the baseline of 4.5 cm is smaller than the distances of the scene
objects.

Pevent,rgb - Kevent * Rrgb * Revent,rgb * RZ:/ent * Kléll) (1)
where Ko, and Kevent represent the intrinsic camera matrices of the RGB and
event cameras, respectively. Similarly, R,ep and Revent denote the rotation ma-
trices accounting for the transition from distorted to undistorted frames for each
camera. Additionally, Revent,rgb stands for the rotation matrix aligning the RGB
camera coordinate system with that of the event camera.
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Table 2: Object annotations in the labeled DSEC dataset.

Categories Car Pedestrian Large vehicle (Bus & Truck)

Count 100068 17126 14771
Percentage 0.76 0.13 0.11

Table 3: Data amount in the labeled DSEC dataset.

Type Train Val Test Total

Sequences 33 3 5 41
Frames 44148 3642 4896 52686

Table 4: The details of different corruption types.

Group ‘ Corruption Type

Noise Gaussian Noise, Shot Noise, Impulse Noise

Blur Defocus Blur, Glass Blur, Motion Blur, Zoom Blur
Weather Fog, Snow, Frost, Brightness

Digital |Contrast, Elastic Transform, Pixelate, Jpeg Compression

Fig. 1 illustrates the impact of the homomorphic transformation. In the left
figure, the RGB image and the event image are not aligned. However, after ap-
plying the homomorphic transformation, the RGB image and the event image
become aligned, sharing the same frame and being suitable for multimodal fu-
sion. Additionally, the size of the RGB images is resized to match the event
image, ensuring that both types of data have the same field of view and resolu-
tion.

Annotation generation. To facilitate object detection on the DSEC dataset,
we employed simulated annotations provided by [18]. YOLOv5 [9] was used to
label RGB images. The homographic transformation was applied to transfer
labels from RGB images to the event frame, accounting for objects within the
event camera’s 640 x 480 resolution. Examples of labeled events and RGB images
are depicted in Fig. 2, encompassing three object classes: car, pedestrian, and
large vehicle (refer to Tab. 2).

After the aforementioned pre-processing steps, we acquired the labeled DSEC
dataset for experimentation. The dataset comprises a total of 41 sequences, with
33 sequences allocated for training, 3 sequences for validation, and the remain-
ing 5 sequences designated for testing. Detailed information about the data is
presented in Tab. 3, where the event data file is approximately 300 GB and the
RGB data file is around 23 GB.

Corruption data. In this work, we introduced 15 types of corruption, each with
five levels of severity, to assess the impact of diverse corruption types on object
detection models. The chosen corruption types are categorized into four groups:
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Fig. 2: Examples of events and RGB images with annotations. Left (a): RGB image;
Right (b): event frame.

Fig. 3: The dataset encompasses 15 types of algorithmically generated corruptions,
categorized into noise, blur, weather, and digital groups. The corrupted images, de-
noted from (a) to (o), include Gaussian Noise, Shot Noise, Impulse Noise, Defocus
Blur, Glass Blur, Motion Blur, Zoom Blur, Fog, Snow, Frost, Brightness, Contrast,
Elastic Transform, Pixelate, and Jpeg Compression. Each corruption type exhibits five
severity levels, resulting in a total of 75 distinct corruptions. The images presented here
correspond to severity level 2.

noise, blur, weather, and digital. The specific corruption types are detailed in
Tab. 4. Fig. 3 provides an illustration of these corruption types at severity level
2. All corruption treatments are applied to the test set, enabling us to evaluate
a model’s robustness against previously unseen corruptions.

Noise. The first corruption type is Gaussian noise. This corruption may occur
in low-light conditions. Electronic noise caused by the discontinuous character
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Relative performance under corruption

—e— only RGB
= ours

3
corruption severity levels

Fig. 4: Relative performance under various severity.

of light is known as shot noise, also referred to as poisson noise. Impulse noise
is the color analog of salt-and-pepper noise and can be caused by bit errors.

Blur. Defocus blur occurs when the image is out of focus. Glass blur appears
on "frosted glass" windows or panels. When the camera is moving swiftly, motion
blur happens. When the camera advances quickly toward an item, zoom blur
occurs.

Weather. Snow is a type of precipitation that impairs vision. When there are
ice crystals on the lenses or windows, frost occurs. A diamond-square method is
used to render the fog that surrounds the items. The brightness varies with the
intensity of daylight.

Digital. Based on the lighting and the subject’s color, contrast can be either
high or low. The elastic transform enlarges or reduces picture regions. Pixe-
late occurs when upsampling low-resolution images. Jpeg compression is a lossy
image compression format that produces compression artifacts.

1.2 Training details.

Our model is implemented using PyTorch [14], and we initialize the event-based
and frame-based backbone branches with pre-trained ResNet-50 [6]. The input
data for the PKU-DDD17-Car dataset and DSEC dataset are resized to 346 x 260
and 640 x 480, respectively. Furthermore, we train the model using the Adam
optimizer [10] with an initial learning rate of 1 x 107%. The experiments are
carried out on an Nvidia RTX 3090 GPU with a system running Ubuntu 20.04.
During training, the input from the RGB image is set to blank (zero) with a 15%
probability. This strategy compels the sensor fusion model to extract informa-
tion primarily from the second modality, the event camera, thereby enhancing
the model’s robustness against corruption in the frame-based camera. The total
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Table 5: Comparison with SOTA fusion alternatives: COCO mAP@0.50:0.95 on the
PKUDDDI17-CAR dataset for the different methods.

Method ‘Model type‘Test(All day) ‘Test(Day) Test(Night) ‘FPS

SENet [7] 42.4 43.7 37.0 8.0
ECA [19] Attention 40.8 42.2 36.1 7.6
CBAM [20] 42.8 44.2 38.0 [10.3
SAGate [2] 43.4 44.9 38.0 |[11.8
DCF [3] RGB-D 42.5 43.4 39.0 [13.8
SPNet [25] 43.3 44.9 37.1 9.1
FPN-Fusion [18] 41.6 43.2 35.7  |12.0
DRFuser [13] 42.4 43.3 38.8 |11.5
RAMNet [4] 38.8 39.2 36.9 |115
CMX [23] 39.0 40.2 35.4 2.8
FAGC [1] RGB-E 42.4 43.7 36.7 5.3
RENet [26] 43.9 45.4 39.1 5.0
EFNet [16] 41.6 43.4 35.1 9.7
CAFR (Ours) 46.0 46.9 42.1 6.4

number of epochs is set to 200, with a batch size of 8 for the PKU-DDD17-Car
dataset and 1 for the DSEC dataset, respectively.

2 More Experimental Analysis

Performance under different lighting conditions. To analyze the contri-
bution of the event camera, we assess the performance gain under different illu-
mination conditions. Detailed comparisons are provided in Tab. 5. The results
illustrate that our proposed CAFR, capitalizing on the complementary nature
of events and frames, consistently improves detection performance and is bet-
ter than other fusion methods across various lighting conditions. This analysis
provides valuable insights into the effectiveness of incorporating event data in
improving overall model performance under diverse illumination scenarios.
Efficiency analysis. As detailed in Tab. 5, the running speeds of various meth-
ods are presented. In comparison with other fusion methods, such as CBAM [20],
SAGate [2], and RENet [20], the proposed method exhibits comparable running
speed while significantly enhancing detection accuracy.

More robustness analysis. Fig. 4 illustrates the relative performance under
corruption (RPC) at severity levels ranging from 1 to 5. Across all models,
there is a consistent decline in relative performance as the severity of corruption
increases. Notably, the model relying solely on RGB data exhibits the steepest
decline, indicating its lower robustness. In contrast, the proposed fusion method
significantly improves robustness across different severity levels.
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(a) Event activation map before CAFR (b) RGB activation map before CAFR (c) Fused activation map after CAFR

Fig. 5: Representative examples of different activation maps on the DSEC dataset are:
(a) event activation map before CAFR; (b) RGB activation map before CAFR; and
(c) fused activation map after CAFR.

(a)

(b)

(d)

night overexposure motion blur normal

Fig. 6: Representative examples of different object detection results on the PKU-
DDD17-Car dataset: (a) our baseline using event images; (b) our baseline using frames;
(c) SPNet [25] (the second-best model in terms of mAP50% and mAP%) using frames
and events. (d) our method using frames and events.

Visualization of activation maps. In the fig. 5, we visualize the activation
maps of RGB and event modalities before and after CAFR. After applying
CAFR, the model demonstrates enhanced focus on significant regions.
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EFNet

Ours

Fig. 7: Representative examples of different object detection results on the DSEC
dataset. The first two rows are daytime scenes, and the last two rows are nighttime
scenes. Each column represents RGB images, event frames, and merged RGB event
frames, respectively.

Results on detection predictions. In Fig. 6 and Fig. 7, we visualize the
detection results selected from the PKU-DDD17-Car dataset and DSEC dataset,
respectively. The results demonstrate that the proposed method can consistently
produce satisfactory detection results in various challenging scenarios. Compared
with the second-best methods, SPNet [25] and EFNet [16], our method performs
better prediction results.

3 Limitations

While our CAFR has demonstrated efficacy in the context of object detection, it
is essential to acknowledge a current limitation. The scope of our evaluations has
been confined to this specific task, and extrapolating the performance of CAFR
to other prevalent perception tasks, such as semantic segmentation, depth pre-
diction, and steering angle prediction, remains unexplored. Future investigations
could delve into the broader applicability of CAFR, providing insights into its
adaptability and potential limitations across diverse perception domains.
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4 More Related Works

In other areas of cross-modal fusion, such as depth, thermal, and event data,
we discuss relevant works below. In the field of RGB-D salient object detection
(SOD), the joint learning and densely cooperative fusion framework introduced
in [3] aims to improve performance. The authors of [12] developed graph-based
techniques to design network architectures for RGB-D SOD. Additionally, an
automatic architecture search approach for RGB-D SOD is presented in [17].
For semantic segmentation, the authors of [15] proposed the efficient scene anal-
ysis network (ESANet) for RGB-D semantic segmentation, utilizing channel at-
tention [7] for RGB-D fusion. Furthermore, an uncertainty-aware self-attention
mechanism is employed in [22] for indoor RGB-D semantic segmentation. The
adaptive-weighted bi-directional modality difference reduction network proposed
in [241] addresses RGB-T semantic segmentation. Recently, a multi-modal fusion
network (EISNet) introduced in [21] aims to enhance semantic segmentation
performance using events and images.
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