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Abstract. This paper addresses the problem of designing reliable pre-
diction models that abstain from predictions when faced with uncertain
or out-of-distribution samples - a recently proposed problem known as Se-
lective Classification in the presence of Out-of-Distribution data (SCOD).
We make three key contributions to SCOD. Firstly, we demonstrate that
the optimal SCOD strategy involves a Bayes classifier for in-distribution
(ID) data and a selector represented as a stochastic linear classifier in a 2D
space, using i) the conditional risk of the ID classifier, and ii) the likelihood
ratio of ID and out-of-distribution (OOD) data as input. This contrasts
with suboptimal strategies from current OOD detection methods and the
Softmax Information Retaining Combination (SIRC), specifically devel-
oped for SCOD. Secondly, we establish that in a distribution-free setting,
the SCOD problem is not Probably Approximately Correct learnable
when relying solely on an ID data sample. Third, we introduce POSCOD,
a simple method for learning a plugin estimate of the optimal SCOD
strategy from both an ID data sample and an unlabeled mixture of ID
and OOD data. Our empirical results confirm the theoretical findings and
demonstrate that our proposed method, POSCOD, outperforms existing
OOD methods in effectively addressing the SCOD problem.

Keywords: out-of-distribution detection · selective classification · opti-
mal strategy · probably approximately correct learning

1 Introduction

Standard methods for learning predictors from data rely on the closed-world
assumption, i.e., the training and testing samples are generated from the same
distribution, so-called In-Distribution (ID). In real-world applications, ID test
samples can be contaminated by samples from another distribution, the so-
called Out-Of-Distribution (OOD), which is not represented by the training
sample. In recent years, the growing interest in deep learning models capable of
handling OOD data has resulted in numerous papers on effective OOD detection
(OODD) [4, 7, 8, 13, 15, 24, 26, 34–36, 41]. Notably, despite the practical role of
OOD detector as selector of input samples for ID classifier, prior work has not
explicitly addressed the consideration of misclassified ID samples in selector
design. The concept of classifiers equipped with selectors to reject predictions on
likely misclassified input samples, known as selective classification (SC), has been
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studied separately in closed-world scenario [5, 11,12,31]. Recent research [3,19,
27,42] underscores the need for selective classifiers that simultaneously address
OODD and SC goals. The newly introduced prediction problem is called Selective
Classification in the presence of Out-of-Distribution data (SCOD) [42].

SCOD aims to detect OOD samples, abstaining from predictions on them,
while simultaneously minimizing the prediction error on accepted ID samples.
To address this problem, [42] introduces the Softmax Information Retaining
Combination (SIRC) heuristic strategy. SIRC constructs selectors by combining
two scores, one focused on detecting misclassified ID samples and the other
on identifying OOD samples. Despite demonstrating superior performance over
existing OOD detectors in the SCOD problem, as shown in empirical evidence
by [42], it remains unclear whether the SIRC strategy is optimal and whether the
SCOD problem can be solved from the available data. In this paper, we address
these questions, leveraging the answers to propose a theoretically grounded
approach that consistently outperforms existing methods. In particular, we
provide the following contributions to the SCOD problem:

1. We demonstrate that the optimal prediction strategy for solving the SCOD
problem comprises the Bayes classifier for ID data and a selector represented
as a stochastic linear classifier in a 2D space. The input features for this
selector are the conditional risk of the ID classifier and the OOD/ID likelihood
ratio. Our findings reveal that current OODD methods, as well as the SIRC,
yield suboptimal strategies for the SCOD problem.

2. We extend the concept of Probably Approximately Correct (PAC) learnabil-
ity [10, 33] to address the SCOD problem. Additionaly, we prove that in a
distribution-free setting, the SCOD problem is not PAC-learnable when the
learning algorithm exclusively depends on an ID data sample.

3. We introduce a method POSCOD for learning the plugin estimate of the
optimal SCOD strategy from both an ID data sample and an unlabeled
mixture of ID and OOD data. POSCOD simplifies the learning process to i)
training an ID classifier through standard cross-entropy loss and ii) training a
classifier using the binary cross-entropy (BCE) of a novel corrected sigmoid.

4. We empirically confirm our theoretical findings and demonstrate that our
proposed method, POSCOD, outperforms existing OODD methods and SIRC
when applied to the SCOD problem.

It is worth noting that while the initial two contributions are theoretical in
nature, their practical significance extends to any future SCOD method. The
first contribution, characterizing the structure of the optimal strategy, effectively
narrows the pool of predictors suitable for the SCOD problem. The second
contribution establishes that attempts to devise efficient learning algorithms for
SCOD, without assumptions on data distribution and relying solely on ID data,
are futile. Notably, many existing OODD and SCOD methods, by making no
explicit distribution assumptions and using only the ID sample, are unable to be
PAC learners. The proposed algorithm POSCOD serves as a prime example of
methods that are in line with these guidelines, and our empirical findings confirm
its superior performance compared to existing approaches.
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Proofs of all theorems can be found in the Appendix.

2 The SCOD problem and its optimal solution

SCOD is a decision-making problem that aims to design a selective classifier
applied to samples from a mixture of ID and OOD. The selective classifier
comprises two functions: a classifier of ID data and a selective function (or
a selector for short). The selector determines which samples are accepted for
prediction by the ID classifier and which are rejected as OOD samples or ID
samples likely to be misclassified by the ID classifier. In this section, we first define
the SCOD problem and the concept of optimal strategy following [42]. Then,
we present our first contribution, which shows that optimal SCOD strategies
involve the Bayes classifier of ID data and a selector being a stochastic linear
classifier in a 2D space, whose input features are the conditional risk of the ID
classifier and the OOD/ID likelihood ratio. Our result shows that existing OOD
detection methods and the state-of-the-art method for SCOD, the SIRC [42],
return suboptimal strategies for the SCOD problem.

2.1 Definitions

Data distribution Let X be a set of observable inputs, and Y a finite set of
labels that can be assigned to ID data. ID samples (x, y) ∈ X × Y are generated
i.i.d. from a joint distribution pI : X×Y → R+. OOD samples x ∈ X are generated
from a distribution pO : X → R+. ID and OOD samples share the same input
space X . Let ∅ be a special label to mark the OOD sample, and Ȳ = Y ∪ {∅}
an extended label set. At the deployment stage, the samples (x, ȳ) ∈ X × Ȳ are
generated from the joint distribution p : X × Ȳ → R+ defined as a mixture of ID
and OOD [10]:

p(x, ȳ) =

{
pO(x)πO if ȳ = ∅ ,

pI(x, ȳ) (1− πO) if ȳ ∈ Y ,
(1)

where πO ∈ [0, 1] is the portion of OOD data in the mixture.

Selective classifier The ultimate goal is to design a reject option strategy
q : X → D, where D = Y ∪ {reject} is the decision set, which either predicts
a label, q(x) ∈ Y, or rejects the prediction, q(x) = reject. Following [12], we
represent the reject option strategy q by a selective classifier (h, c) that comprises
the ID classifier h : X → Y , and a stochastic selector c : X → [0, 1] which outputs
a probability that the input is accepted, i.e.,

q(x) = (h, c)(x) =

{
h(x) with probability c(x) ,
reject with probability 1− c(x) .

(2)

We use the stochastic selector because it turns out to be an optimal solution in
the general setting; however, we will show that in most practical settings, the
deterministic strategy c : X → {0, 1} suffices.



4 V. Franc et al.

Evaluation metrics We define three base metrics to evaluate the performance of
the SCOD strategy (h, c). One role of the selector c : X → [0, 1] is to discriminate
ID/OOD samples. We consider ID and OOD samples as positive and negative
classes, respectively. We evaluate the performance of the selector by the True
Positive Rate (TPR) and the False Positive Rate (FPR). The TPR/FPR is the
probability that the ID/OOD sample is accepted by the selector c, i.e.,

tpr(c) = Ex∼pI(x)c(x) and fpr(c) = Ex∼pO(x)c(x) . (3)

The performance of the ID classifier h : X → Y on the accepted samples w.r.t.
user-defined loss ℓ : Y × Y → R+ is characterized by the selective risk [12]

RS(h, c) =
E(x,y)∼pI(x,y)[ℓ(y, h(x)) c(x)]

tpr(c)
,

which is defined for non-zero tpr(c).

Definition 1 (SCOD problem). Let tprmin ∈ (0, 1) be a user-defined mini-
mum acceptable TPR and α ∈ [0, 1] a relative cost associated with not rejecting
an OOD sample. The SCOD problem involves solving

min
h∈YX

c∈[0,1]X

[
(1− α)RS(h, c) + α fpr(c)

]
s.t. tpr(c) ≥ tprmin , (4)

where we assume that both minimizers exist. A selective classifier (h∗, c∗) that
solves (4) is called an optimal SCOD strategy. We refer to R(h, c) = (1 −
α)RS(h, c) + α fpr(c) as the SCOD risk.

Def. 1 is a slight generalization of the formulation proposed in [42], which assumes
only the 0/1 loss ℓ(y, y′) = [[y ̸= y′]]. The analysis and methods in this paper
apply to any loss ℓ : Y × Y → R+ such that ℓ(y, y′) = 0 iff y = y′.

The formulation of the SCOD problem (4) is straightforward, intuitive, and
offers several advantages over alternative formulations. For example, one could
substitute TPR in the constraint with the total coverage ρ(c) = tpr(c)(1− πO) +
fpr(c)πO. A notable advantage of the SCOD formulation (4) is its independence
on the portion of OOD data πO that is unknown and often non-stationary in
practice. Additional benefits over alternatives are discussed in Appendix A.

2.2 The optimal SCOD strategy

In this section, we present our main result, which shows how to construct an
optimal SCOD strategy.

Theorem 1. Let (h∗, c∗) be an optimal solution to (4). Then (hB , c
∗), where

hB is the Bayes ID classifier

hB(x) ∈ Argmin
y′∈Y

∑
y∈Y

pI(y | x)ℓ(y, y′) , (5)

is also optimal to (4).
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Theorem 1 ensures that the Bayes ID classifier hB is an optimal solution to (4).
After approximating h∗, e.g., by our best estimate of hB learned from the data,
the search for an optimal selector c leads to the following problem:

Problem 1. (Optimal SCOD selector c for known ID classifier h) Given
ID classifier h : X → Y, and the user-defined parameters tprmin ∈ (0, 1) and
α ∈ [0, 1], the optimal selector c∗ : X → [0, 1] is a solution to

min
c∈[0,1]X

[
(1− α)RS(h, c) + α fpr(c)

]
s.t. tpr(c) ≥ tprmin . (6)

Theorem 2. Let h : X → Y be any ID classifier and r : X → R its conditional
risk r(x) =

∑
y∈Y pI(y | x)ℓ(y, h(x)). Let g(x) = pO(x)/pI(x) be the likelihood

ratio of the OOD and ID samples. Then, the set of optimal solutions of Problem 1
contains the selector

c∗(x) =

 0 if s(x) > λ
τ if s(x) = λ
1 if s(x) < λ

with the score s(x) = r(x) +
α tprmin

1− α
g(x) (7)

for α ∈ [0, 1) and s(x) = g(x) for α = 1. The decision threshold λ ∈ R and
the randomization parameter τ ∈ [0, 1] are implicitly defined by the distribution
(pO (x) , pI (x, y)) and the problem parameters (ℓ, tprmin , α).

Theorems 1 and 2 show that an optimal SCOD strategy (h∗, c∗) can be constructed
from the Bayes ID classifier h∗ = hB and a linear stochastic classifier (7) operating
in 2D features space, where the first coordinate is the conditional risk r(x) =∑

y∈Y pI(y | x)ℓ(y, h∗(x)) and the second coordinate is the OOD/ID likelihood
ratio g(x) = pO(x)/pI(x). The slope of the linear classifier is determined by the
user-defined parameters (α, tprmin). In general, the selector has to randomize
with probability τ for boundary inputs Xs(x)=λ = {x ∈ X | s(x) = λ}. However,
if X is continuous, the set Xs(x)=λ has in most cases the probability measure
zero, and τ can be arbitrary, i.e., the deterministic c∗(x) = [[s(x) ≤ λ]] is optimal.
Note that Thm. 2 shows how to construct an optimal selector for an arbitrary
ID classifier h, i.e., not only for the Bayes classifier hB .

2.3 Relation to existing OODD and SCOD strategies

Single-score strategy Previous work on OODD focuses only on designing a
good ID/OOD discriminator while ignoring the performance of the ID classifier
on the accepted ID data. OODD methods output a single score s : X → R that
is used to build a selector c(x) = [[s(x) ≤ λ]]. The goal is defined implicitly
or explicitly as the Nayman-Pearson problem [30], and the performance of the
selector c is usually evaluated by the ROC curve. Examples of single-score OOD
methods involve the MSP score [15], ViM [41], GradNorm [28], etc. Our result
shows that all existing single-score methods are not optimal, provided that one
wants to solve the SCOD problem, which we verify experimentally in Sec. 6.
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Fig. 1: Selectors in 2D space using scores: r̂(x), a softmax score from an ImageNet
classifier, and ĝ(x), learned OOD/ID likelihood ratio. OOD data is shown in red,
correctly ✓, and incorrectly ✗, classified ID data is shown in blue/green. Selector
parameters tuned for 90% TPR and minimal SCOD risk (α = 0.5). Metrics: AuSRT ↓ /
ScodRisk at TPR=90% ↓, details in Sec. 6.1.

Double-score strategy The SCOD problem we analyze in our paper was
formulated in [42], which also proposed the Softmax Information Retaining
Combination (SIRC). SIRC is a heuristic strategy to combine two scores s1 : X →
R and s2 : X → R into a single one:

sSIRC(x) = −(Smax
1 − s1(x))(1 + exp(−b(s2(x)− a)) (8)

where Smax
1 is an upper bound on s1(x), and a and b are hyper-parameters

chosen based on a sample of ID data. The score sSIRC is used to build a selector
c(x) = [[sSIRC(x) ≤ λ]]. The authors impose the following informal assumptions
on the scores s1 and s2. The score s1 should be i) higher for correctly classified
ID samples and ii) lower for misclassified ID samples and OOD samples; in
experiments, they set s1 to the MSP score. The score s2 should be lower for
OOD data compared to ID data; in the experiments, s2 score is either L1-norm
score [16] or the negative of the Residual score [41]. [42] claim, and we confirm
their findings in Sec. 6, that the SIRC strategy performs very well in practice.
However, our result shows that the SIRC strategy is not optimal when the scores
s1 and s2 approach their ideal setting, i.e. when s1(x) = r(x) and s2(x) = g(x).
Then, the linear combination (7) performs better, which we verify experimentally
in Sec. 6. Figure 1 illustrates the proven optimal linear selector, SIRC, and two
single-score selectors, functioning as binary classifiers in 2D space. The selectors
are separating ImageNet samples as ID data and SSB_Hard as OOD data.
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3 SCOD problem is not PAC learnable

In the previous section, we showed how to construct an optimal strategy for the
SCOD problem, provided pI(y | x) and g(x) = pO(x)/pI(x) are known. The next
key question is: Can the SCOD problem be effectively solved using available
data? We build on the findings in [10], which establish the non-learnability of the
OODD problem in a distribution-free setting 1, particularly when the learning
algorithm relies solely on an ID data sample. Unlike the SCOD problem, the
OODD problem is formulated as a cost-based minimization problem [10], which
requires cost assignment for all decision outcomes in the prediction strategy.
Extending these insights, we demonstrate that in the distribution-free setting,
the SCOD problem is also non-learnable when only ID data is accessible. To
achieve this, we broaden the Probably Approximately Correct (PAC) learnability
concept [33] for the SCOD problem.

Definition 2. (PAC learnability of SCOD problem) Let ℓ : Y × Y →
R+ be a loss function and (tprmin, α) ∈ (0, 1)2 user-defined parameters of the
SCOD problem (4). A hypothesis class H ⊂ {(h, c) ∈ YX × [0, 1]X } 2 is PAC
learnable if there exist a function m : (0, 1)3 → N and a learning algorithm
A : ∪∞

m=1(X×Y)m → H with the following property: For every (ε1, ε2, δ) ∈ (0, 1)3,
every OOD distribution pO : X → R+, every ID distribution pI : X ×Y → R+ and
every πO ∈ [0, 1], when running the algorithm A on m ≥ m(ε1, ε2, δ) examples
i.i.d. drawn from pI(x, y), the algorithm returns a selective classifier (hm, cm)
such that with a probability of at least 1− δ it holds that

R(hm, cm)−R(h∗, c∗) ≤ ε1 and tpr(cm) ≥ tprmin − ε2 ,

where R(h, c) = (1 − α)RS(h, c) + α fpr(c) is the SCOD risk and (h∗, c∗) is an
optimal SCOD strategy.

Def. 2 establishes PAC learnability, indicating the existence of an algorithm
searching in a hypothesis space H, which can discover an (ε1, ε2)-optimal solution
for the SCOD problem (4) with an arbitrarily low probability of failure δ ∈ (0, 1),
given a sufficient number of ID data. Importantly, this guarantee is distribution-
free, applying universally to every mixture (1) of ID and OOD data.

Theorem 3. Let H ⊂ {(h, c) ∈ YX × [0, 1]X } be a non-trivial hypothesis space
such that there exist two selective classifiers (h1, c1) ∈ H and (h2, c2) ∈ H for
which c1 ̸= c2. Then, the hypothesis space H is not PAC learnable in the sense
of Definition 2.

The implication from Theorem 3 is that, generally, achieving arbitrarily precise
approximation of the optimal SCOD strategy using only ID data is unattainable

1 Distribution-free setting implies learning guarantees for any data distribution.
2 We use shortcuts YX = {h : X → Y}, [0, 1]X = {c : X → [0, 1]}.
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unless the hypothesis space is trivial 3. Although our result is negative, it has an
important implication: Attempts to develop an efficient learning algorithm for
a SCOD problem that does not make an assumption about the data distribution
and uses only ID data are futile.

4 Plugin estimate of the optimal SCOD strategy

In this section, we leverage the theoretical insights from preceding sections to
introduce a method for learning a plugin estimate of the optimal SCOD strategy.
We adopt the framework proposed by [18], where in addition to the ID data sample
TI = ((xI

i , y
I
i ) ∈ X × Y | i = 1, . . . ,m) generated from pI(x, y) we also have an

unlabeled sample of a mixture of ID and OOD data TU = (xU
i ∈ X | i = 1, . . . , n)

generated from p(x) = πtr
O pO(x) + (1 − πtr

O)pI(x). Collecting the data for the
unlabeled mixture can, e.g., involve just recording the input samples from a real
deployment of the predictor h. We use data TI and TU to learn a plugin estimate
of the optimal SCOD strategy derived in Sec 2.2.

ID classifier We can use any method to train the ID classifier h from TI that
provides an estimate of the class posterior pI(y | x). In our experiments, we
use a CNN with softmax decision layer trained by cross-entropy loss producing
p̂I(y | x). Then, we construct the plug-in Bayes ID classifier and conditional risk:

ĥB(x) ∈ Argmin
y′∈Y

∑
y∈Y

p̂I(y | x)ℓ(y, y′) and r̂(x) =
∑
y∈Y

p̂I(y | x)ℓ(y, ĥB(x)) . (9)

Note that in case of 0/1-loss, ℓ(y, y′) = [[y ̸= y′]], ĥB(x) = Argmaxy∈Y p̂I(y | x) is
the standard MAP rule, and r̂(x) = 1−maxy∈Y p̂I(y | x) is the 1-MSP rule [15].

Selector Once we have r̂, it remains to estimate g(x) = pO(x)/pI(x), in order
to build the plugin estimator of the optimal selector c∗(x) given by (7). We
create a sequence TIU = ((xi, zi) ∈ X × {I, U} | i = 1, . . . , n+m) by randomly
re-shuffling a concatenation of TI and TU , and setting zi = I when xi is from
TI and zi = U when xi is from TU . The sequence TIU can be seen as a random
sample from a mixture

p(x, z) =

{
πU (pO(x) π

tr
O + pI(x) (1− πtr

O)) if z = U
(1− πU ) pI(x) if z = I

(10)

where πU = n/(m + n) is the known portion of TU in TIU . It follows directly
from (10) that the desired OOD/ID likelihood ratio reads

g(x) =
pO(x)

pI(x)
=

p(z = U | x)
p(z = I | x)

1− πU

πUπtr
O

− 1− πtr
O

πtr
O

. (11)

3 The trivial hypothesis space involves a single selector, reducing the SCOD problem
to standard prediction under the closed-world assumption - known to be learnable
when H has finite complexity.
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We propose to approximate the unknown p(z | x) by a corrected sigmoid model
(CSM) p(z | x;θ, a), the use of which is motivated by Theorem 4.

Theorem 4. Let ϕ : X → Rd be a feature map. Assume that the features ϕ(x)
computed on the ID and OOD data are normally distributed, i.e, pI(x;µI ,C) =
N (ϕ(x);µI ,C) and pO(x;µO,C) = N (ϕ(x);µO,C). Then, the posterior p(z | x)
derived from the distribution (10) is an element of P = {p(z | x;θ, a) | a =
πU (1− πtr

O)/(1− πU ),θ ∈ Rd+1} where

p(z = I | x;θ, a) = 1

1 + |a|+ exp(θT [ϕ(x); 1])
, (12)

is the corrected sigmoid.

We estimate the parameters (θ, a) of CSM by the Maximum Likelihood (ML)
method, which corresponds to minimizing the binary cross-entropy (BCE) of the
proposed CSM (12) on the sequence TIU . Let (θ̂, â) be the parameters estimated
from TIU . By Theorem 4, the unknown πtr

O can be recovered from the parameter
â by π̂tr

O = 1 + |â| − |â|/πU . Finally, we substitute p(z | x; θ̂, â) and π̂tr
O into

formula (11) to obtain an estimate of the OOD/ID likelihood ratio ĝ, and use it
to obtain a plugin estimate of the optimal score (7), that is,

ŝ(x) = r̂(x) +
α tprmin

1− α
ĝ(x) where ĝ(x) =

p(z = U | x; θ̂, â)
p(z = I | x; θ̂, â)

1− πU

πU π̂tr
O

. (13)

In the formula for ĝ we omit the additive term present in (11), as it is absorbed
by the decision threshold λ of the linear selector (7). The value of λ is adjusted
on TI to achieve the target tpr(c) = tprmin. Algo. 1 summarizes the proposed
method to learn the Plugin estimate of the Optimal SCOD strategy (POSCOD).

Algorithm 1 POSCOD

Require: ID data TI = ((xI
i , y

I
i ) ∈ X × Y | i = 1, . . . ,m), unlabeled mixture of ID

and OOD TU = (xU
i ∈ X | i = 1, . . . , n), problem parameters (α, tprmin) ∈ (0, 1)2,

target loss ℓ : Y × Y → R+.
Ensure: Selective classifier (ĥ, ĉ) for the SCOD problem, Def. 1.
1: Train p̂I(y | x) on TI using the cross-entropy loss.
2: Construct the plugin Bayes ID classifier ĥ and its conditional risk r̂ by (9).
3: Create TIU = ((xi, zi) ∈ X × {I, U} | i = 1, . . . , n +m) by randomly re-shuffling

inputs from TI and TU .
4: Train θ̂ and â by minimizing the BCE of the corrected sigmoid (12) on TIU .
5: Compute πU = n/(n+m) and π̂tr

O = 1 + |â| − |â|
πU

.
6: Construct the selector score ŝ by (13).
7: Tune λ of ĉ(x) = [[ŝ(x) ≤ λ]] on TI to achieve the target tpr(ĉ) = tprmin.

Computational requirements and implementation POSCOD converts the
learning process for the SCOD strategy into two steps. First, it involves training
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the ID classifier by minimizing the standard cross-entropy loss. Second, it includes
learning a binary classifier by minimizing the BCE of the corrected sigmoid.
Implementing this in Pytorch requires modifying two lines of code with the BCE
of the standard sigmoid. Notably, POSCOD does not use hyperparameters.

Assumptions POSCOD relies on two assumptions. Firstly, the CSM in Eq. (12)
should effectively represent p(z | x). Secondly, the OOD prior πtr

O needs to be
learnable. Note that ID and OOD are not required to be transformable to normal
distributions. However, when they are, Thm. 4 guarantees that CSM is exact.
Notably, the unknown OOD prior πtr

O in the training sample TU does not need
to match the OOD prior πO in the test sample because the SCOD problem (4)
is independent of πO; the estimate of πtr

O is used only to adjust the scale of the
learned likelihood ratio through (11). To ensure the learnability of πtr

O , the OOD
must be a proper novelty distribution with respect to ID, as defined in Def. 4
and Prop. 5 in [2]. OOD is considered proper if it cannot be decomposed into a
mixture of ID and any other distribution on X . This assumption is practical and
is typically satisfied in real-world scenarios. The suitability of CSM as a proxy
for p(z | x) should be experimentally validated for specific datasets, a validation
we demonstrate in various benchmarks.

Relation to existing work In prior research [18,27], the standard sigmoid was
used to model p(z | x). That is, they optimize θ to fit p(z | x;θ, a) to TIU while
keeping a fixed at 0. Using the standard sigmoid has two drawbacks: i) the model
is incorrect because a = πU (1−πtr

O)/(1−πU ) = 0 only if TU contains clean OOD
data, i.e., πtr

O = 1; ii) it does not estimate πtr
O (needed to compute ĝ(x)).

5 Relation to existing literature

Recent insights emphasize the necessity, when designing selectors for ID classifiers
in OOD settings, to reject not only OOD samples but also ID samples prone
to misclassification. This problem has been termed Unknown Detection [19],
Unified Open-Set Recognition [3], and Selective Classification in the presence of
Out-of-Distribution (SCOD) data [42]. [42] formally defined the SCOD problem
and introduced Softmax Information Retaining Combination (SIRC), a method
tailored for SCOD. We analyze the SCOD problem and demonstrate that both
existing OODD methods and SIRC deviate from the optimal SCOD strategy
that we derived in our paper. We introduce a novel method, POSCOD, learning
a plugin estimate of the optimal SCOD strategy and empirically show that it
outperforms both SIRC and existing OODD methods.

The PAC learnability of OODD was examined in [10], defining the optimal
OODD strategy as an unconstrained cost-based minimization problem. Their
results demonstrate that OODD is not PAC-learnable in the distribution-free
setting when the learning algorithm relies solely on an ID data sample. We extend
their findings and establish that, in the distribution-free setting, SCOD is also
not PAC-learnable when only ID data is available.
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The work of [18] introduced a method to learn an OODD from an unlabeled
mixture of ID and OOD data. Their formulation of the optimal strategy involves
constrained optimization, different from the SCOD problem analyzed in our
paper. Thanks to the known form of the optimal strategy derived in our paper,
our proposed method, POSCOD, simplifies the learning process by i) training an
ID classifier using standard cross-entropy loss and ii) training a classifier via the
BCE of the novel CSM.

Our work aligns with [27], establishing an optimal strategy for a different
SCOD formulation and proposing a plugin estimator. Key distinctions include i)
our TPR-constrained SCOD formulation removing depenence on the unknown
OOD portion in the test sample (c.f. Appendix A), ii) a novel technique for
finding the optimal strategy applicable to all distributions, iii) providing an
explicit formula to compute parameters of the optimal strategy and iv) using the
CSM instead of the standard sigmoid to model the OOD/ID likelihood ratio.

6 Experiments

In this section, we empirically validate the theoretical results presented in Theo-
rem 2, confirming that the optimal SCOD selector indeed constitutes a linear
combination of g(x) and r(x). Additionally, we show that our proposed method,
POSCOD, built on the plugin estimate of the optimal SCOD strategy, see Sec. 4,
surpasses the current state-of-the-art on real-world datasets. The implementation
of the experiments is accessible from: https://github.com/xfrancv/SCOD.

6.1 Evaluation metrics

Let T = TI ∪ TO be a sample of evaluation data where TI = ((xI
i , y

I
i ) ∈

X × Y | i = 1, . . . ,m) is a sample of i.i.d. ID from pI(x, y) and TO = ((xO
i , ∅) ∈

X × Ȳ | i = 1, . . . , n) is a sample of i.i.d. OOD from pO(x). Let s : X → R
be a score, c(x;λ) = [[s(x) ≤ λ]] a selector and h : X → Y an ID classi-
fier. To summarize the performance of a selective classifier (h, c) on the eval-
uation data T , we employ the Area Under SCOD Risk - True positive rate
(AuSRT ↓) curve which evaluates the overall performance of the selective clas-
sifier on the SCOD problem, see Def. 1. For any variable x, let x̂ be its em-
pirical estimate. The SCOD risk (refer to Eq. (4)) at a given TPR is esti-
mated by R̂(tprmin;h, c) = minλ (1− α) R̂S(h, c) + α f̂pr(c) s.t. t̂pr(c) ≥ tprmin.
The AuSRT is then computed as the area under the curve given by the points{(

R̂(tprmin), tprmin

)
| tprmin ∈ (0, 1]

}
. See Appendices D to F for more metrics.

6.2 Experimental setup

Datasets We assess SCOD performance on datasets adopted from the OpenOOD
benchmark [43]. Detailed description of the datasets is provided in Appendix B.1.

Models As the ID classifier h(x) on CIFAR-10/100, we use pre-trained ResNet-
18 from the OpenOOD benchmark [43]. For h(x) on ImageNet-1K, we use a
pre-trained ResNet-50 model from Torchvision [37]. For details, see Appendix B.2.

https://github.com/xfrancv/SCOD
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Learning the likelihood ratio To estimate the OOD/ID likelihood ratio g(x)
on real-world data, we train a classifier with BCE of the standard sigmoid (a.k.a
logistic regression) and a corrected sigmoid model (refer to Sec. 4). We reuse
the feature representation of the ID classifier h(x) to learn the likelihood ratio.
Up to 50% of OOD samples are reserved for training, and evaluations are done
exclusively on unseen samples. Refer to Appendix B.3 for more details.

Double-score parameter setting strategies As mentioned in Sec. 2.3, the
current state-of-the-art employs a nonlinear combination sSIRC(x) of scores s1(x)
and s2(x) with hyperparameters a and b. In contrast, our proposed approach
utilizes a linear combination sLinear(x) = s1(x) + βs2(x) with a single hyper-
parameter β. Two key questions arise when comparing the approaches: Given
the optimal parameters a, b, β, which model performs better? More importantly,
which model performs better in a scenario when the optimal parameters are
unknown? To answer the first question, we search for the best hyperparameters by
optimizing the SCOD risk on the test set and refer to scores using the parameters
as tuned. The tuned scores can not be used in practice, however, they provide an
upper bound on the model’s performance. For practical deployment of sSIRC, [42]
offers a heuristic to set the parameters using the empirical mean µs2 and standard
deviation σs2 of the score s2(x) on ID data. For the linear strategy, we derive an
explicit formula, see Eq. (7). We refer to scores using these parameters as plugin
and they can be used in practice without test data tuning. We evaluate both
tuned and plugin settings. Details on the tuning can be found in Appendix B.4.

6.3 Experimental validation of theoretical results

To validate Thm. 2, we approximate the likelihood ratio g(x) on real-world
data using a logistic regression model trained on features of the ID classifier
h(x). This model is impossible to obtain in practice, given the rarity of clean
OOD data samples. Nonetheless, it provides the best available approximation
of the true likelihood ratio g(x). For the linear strategy, we employ the plug-in
conditional risk r̂(x) = 1 −MSP as the score s1(x) and use the approximated
ĝ(x) as the score s2(x). In the case of SIRC, we use 1− r̂(x) and −ĝ(x) as scores
to meet the assumptions outlined in Sec. 2.3. The performance of the selectors
on ImageNet using these scores is summarized in Tab. 1. The linear strategy
consistently outperforms both SIRC and the baseline. The linear strategy with
r̂(x) and ĝ(x) also surpasses all other combinations of scoring functions employed
by contemporary OOD detectors [9, 14–16,24,25,35,41]. This dominance holds
true across all ID datasets, showcasing substantial advantages in both tuned and
plugin setups. For detailed results on all datasets, refer to Appendices D to F.

6.4 The POSCOD algorithm

To show the practicality of our results without requiring a clean OOD data
sample, we employ a framework using an unlabeled mixture of ID and OOD data,
as detailed in Sec. 4. We demonstrate that the linear strategy combining r̂(x) and
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Table 1: AuSRT↓ in % for selective classifiers (h, c) from ID classifier h(x) and selectors
c(x) = [[s(x) ≤ λ]]. Results on ID ImageNet and various OOD datasets. Rows represent
different scores s(x), showcasing performance for i) tuned, and ii) plugin double-score
methods. Red rows use ĝ(x) learned on clean OOD data. Relative cost: α = 0.5.

Score
Dataset ssb_hard ninco inaturalist textures openimage_o

Tuned SIRC 6.59 6.61 4.78 7.45 6.21
Tuned Linear 5.88 6.67 4.04 4.23 5.82
Plugin SIRC 13.24 10.94 6.39 10.49 8.59

Plugin Linear 6.10 8.05 4.35 4.48 7.37

MSP [15] 17.47 13.59 9.35 12.15 11.05
Likelihood Ratio 14.14 14.04 11.22 11.75 14.00

ĝ(x) learned by the proposed POSCOD Algorithm 1 consistently outperforms
SIRC and contemporary OOD scoring functions [9, 14–16,24, 25, 35, 41] across all
ID datasets. Additionally, our results reveal that utilizing the standard sigmoid
to approximate the likelihood ratio g(x), as done in prior work [18, 27], leads
to suboptimal performance. Results for ID ImageNet using the scores r̂(x) and
ĝ(x) are shown in Tab. 2. In Appendix C, we show that the results hold for a
wide range of priors πtr

O and relative costs α. For comprehensive results across all
datasets and compared scores, refer to Appendices D to F.

Table 2: Comparison of double-score strategies using logistic regression with standard
and corrected sigmoid for approximating the likelihood ratio (LR) g(x) from a mixture
of data with πtr

O = 1/2 (see Sec. 4). Table displays AuSRT↓ in % for selective classifiers
(h, c) from an ID classifier h(x) and selectors c(x) = [[s(x) ≤ λ]]. Results show practically
usable plugin double-score strategies on ID ImageNet. Relative cost: α = 0.5.

Sigmoid Score
Dataset ssb_hard ninco inaturalist textures openimage_o

Corrected
SIRC 14.27 12.67 8.02 10.50 9.75
Linear 6.37 7.44 4.16 4.38 6.48
LR 14.25 16.67 12.70 13.19 15.65

Standard
SIRC 11.27 9.28 4.34 5.94 7.22
Linear 7.28 8.83 5.15 5.33 7.22
LR 13.88 15.21 11.32 11.54 13.57

Comparison with contemporary scoring functions Our results demonstrate
that when provided with reasonable estimates r̂(x), ĝ(x) of the optimal scores,
the linear strategy is a state-of-the-art SCOD selector. However, we refrain from
making this claim with currently employed OODD scoring functions. In Tab. 3
we show the performance of SIRC and the linear strategy on ImageNet when
combining contemporary scores. Table 3 only shows a subset of the evaluated
scores; for SIRC, the best-performing score, and scores [16,41] mirroring the orig-
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inal setup in [42]. For the linear double-score strategy, the three best-performing
combinations are shown. In some cases, SIRC outperforms the linear strategy
when using contemporary OODD scores. However, with the POSCOD estimate
ĝ(x), the linear strategy outperforms all other methods by a large margin. For
results with all scores on all datasets, refer to Appendices D to F.

Table 3: AuSRT↓ in % points for practically usable strategies. The table contains single-
score strategies that when combined with MSP achieve the best results. The likelihood
ratio (LR) ĝ(x) was approximated by POSCOD. In some cases, SIRC outperforms the
linear strategy. When using the plugin LR estimate, the linear strategy significantly
outperforms SIRC and all single-score strategies. The best results with contemporary
OODD scores are shown in bold. The best results overall are highlighted in green.

Score
Dataset ssb_hard ninco inaturalist textures openimage_o

S
in

gl
e

S
co

re ASH [9] 19.04 13.76 6.95 7.03 8.85
GradNorm [16] 23.95 22.89 12.95 13.88 17.49
L1-norm [16] 32.27 36.06 39.22 28.37 32.86
ODIN [24] 19.79 16.78 10.08 11.16 11.54
ReAct [35] 18.88 14.53 7.23 9.00 9.46
Residual [41] 40.72 35.98 37.03 18.59 31.93

L
in

ea
r ASH [9] 18.74 13.47 6.82 6.95 8.66

ODIN [24] 17.40 13.51 9.27 12.21 11.02
ReAct [35] 17.85 13.37 6.76 8.62 8.77
POSCOD LR 6.37 7.44 4.16 4.38 6.48

S
IR

C

GradNorm [16] 16.99 12.96 7.70 10.24 9.80
L1-norm [16] 17.21 13.54 9.50 11.90 10.96
Residual [41] 17.49 13.43 9.20 9.54 10.62
POSCOD LR 14.27 12.67 8.02 10.50 9.75

7 Conclusions

This study addresses the SCOD problem [42], focusing on scenarios in which
ID test samples are contaminated by OOD data. Our key contributions include
demonstrating that the optimal SCOD strategy involves a Bayes classifier for ID
data and a selector corresponding to a stochastic linear classifier in a 2D space.
This contrasts with suboptimal strategies used in contemporary OOD detection
methods and SIRC [42], the current state-of-the-art on the SCOD problem. We
establish the non-learnability of SCOD in a distribution-free setting when relying
solely on an ID data sample. This result highlights the inherent challenges of PAC
learning for SCOD without access to OOD data. We introduced POSCOD, a
method for learning the plugin estimate of the optimal SCOD strategy from both
an ID data sample and an unlabeled mixture of ID and OOD data. Empirical
validations confirm our theoretical findings and demonstrate that POSCOD
outperforms existing OODD methods and SIRC in solving the SCOD problem.
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