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Fig. 1: We present AvatarPopUp, a new method for the automatic generation of 3D
human assets. AvatarPopUp can generate rigged 3D models from text or from single
images and has control over body pose and shape. In this example, we show 77 models
generated from various text prompts in 12 minutes on a single GPU.

Abstract. We present AvatarPopUp, a method for fast, high quality 3D
human avatar generation from different input modalities, such as images
and text prompts and with control over the generated pose and shape.
The common theme is the use of diffusion-based image generation net-
works that are specialized for each particular task, followed by a 3D lift-
ing network. We purposefully decouple the generation from the 3D mod-
eling which allow us to leverage powerful image synthesis priors, trained
on billions of text-image pairs. We fine-tune latent diffusion networks
with additional image conditioning for image generation and back-view
prediction, and to support qualitatively different multiple 3D hypotheses.
Our partial fine-tuning approach allows to adapt the networks for each
task without inducing catastrophic forgetting. In our experiments, we
demonstrate that our method produces accurate, high-quality 3D avatars
with diverse appearance that respect the multimodal text, image, and
body control signals. Our approach can produce a 3D model in as few
as 2 seconds, a four orders of magnitude speedup w.r.t. the vast majority
of existing methods, most of which solve only a subset of our tasks, and
with fewer controls. AvatarPopUp enables applications that require the
controlled 3D generation of human avatars at scale. The project website
can be found at https://www.nikoskolot.com/avatarpopup/.
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1 Introduction

We present AvatarPopUp, a method for instant generation of rigged full-body
3D human avatars, with multimodal controls in the form of text, images, and/or
human pose and shape. The remarkable recent progress in image synthesis
[15, 24, 54, 56, 58, 63] acted as a catalyst for a wide range of media generation
applications. In just a few years, we have witnessed rapid developments in video
generation [9,23,34,68,76], audio synthesis [49,77] or text-to-3D object genera-
tion [40, 41, 51, 53, 65], among others. Pivotal to success of all these methods is
their probabilistic nature, however this requires very large training sets. While
inspiring efforts have been made [14], training set size is still a problem in many
domains, and particularly for 3D. In an attempt to alleviate the need for massive
3D datasets, DreamFusion [51] leverages the rich priors of text-to-image diffusion
models in an optimization framework. The influential DreamFusion ideas were
also quickly adopted for 3D avatar creation [32,37], a field previously dominated
by image- or video-based reconstruction solutions [6, 8, 60, 61]. Text-to-avatar
methods enabled novel creative processes, but came with a significant drawback.
While image-based methods typically use pretrained feed-forward networks and
create outputs in seconds, existing text-to-avatar solutions are optimization-
based and take minutes to several hours to complete, per instance.

In this paper, we are closing this gap and present, for the first time, a method-
ology for instant, text-controlled, rigged, full-body 3D human avatar creation.
Our AvatarPopUp is purely feed-forward, can be conditioned on images and tex-
tual descriptions, allows fine-grained control over the generated body pose and
shape, can generate multiple hypotheses, and runs in 2-10 seconds per instance.

Key to success is our pragmatic decoupling of the two stages of probabilistic
text-to-image generation and 3D lifting. Decoupling 2D generation and 3D lifting
has two major advantages: (1) We can leverage the power of pretrained text-to-
image generative networks, which have shown impressive results in modeling
complex conditional distributions. Trained with large training sets of images,
both generation quality and diversity are very high. (2) We alleviate the need
for very large 3D datasets required to train state-of-the-art generative 3D models.
Our method generates diverse plausible image configurations that contain rich
enough information that can be lifted in 3D with minimal ambiguity. In other
words, we distribute the workload between two expert systems: a pretrained
probabilistic generation network fine-tuned for our task to produce front and
back image views of the person, and a state-of-the-art unimodal, feed-forward
image-to-3D model that can be trained using comparably small datasets.

Our proposed decoupling strategy allows us to maximally exploit available
data sources with different levels of supervision. We first fine-tune a pretrained
Latent Diffusion network to generate images of people based on textual descrip-
tions and with additional control over the desired pose and shape. This step does
not require any ground truth 3D data for supervision and enables scaling our
image generator to web scale data of images of people in various poses. Next,
we leverage a small-scale dataset of scanned 3D human assets and fine-tune a
second latent diffusion network to learn the distribution of back side views con-
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✓ ✓ ✓ ✓ ✓ ✓/✗ several hours Optimization-based text-to-3D [26,32,37]
✗ ✓ ✗ ✓ ✓/✗ ✗ seconds Image-to-3D [4,8, 60,61]
✓ ✗ ✓ ✓ ✗ ✗ minutes Hybrid [31]
✗ ✗ ✓ ✓ ✓ ✗ seconds 3D GANs [16,25]
✓ ✓ ✓ ✓ ✓ ✓ seconds AvatarPopUp (Ours)

Table 1: AvatarPopUp generates 3D assets with texture from text prompts or input
images of a target subject and can be controlled with body pose and shape. In contrast
to baselines that require up to hours per prompt, our model takes under five seconds
and can de facto by used in interactive applications. In the experimental section we
demonstrate the large diversity of the model, and applications in cloth editing.

ditioned on a front view image of the person. We optionally also condition on
a textual description that can naturally complement the evidence available in
the front view image. Furthermore, we propose a novel fine-tuning strategy that
prevents overfitting to the new datasets. Finally, we design and train a 3D recon-
struction network that predicts a textured 3D shape in the form of an implicit
signed distance field given the pair of front and back views and optionally 3D
body signals. The resulting cascaded method, which we call AvatarPopUp sup-
ports a wide range of 3D generation and reconstruction tasks: First, it enables
fast and interactive 3D generation of assets at scale, see Fig. 1. Second, we can
repurpose parts of the cascade for image-based 3D reconstruction at state-of-the-
art quality. Finally, we demonstrate how AvatarPopUp can be used for creative
editing tasks exemplified in 3D virtual try-on with body shape preservation. To
summarize, our main contributions are:

– A method for controllable 3D human avatar generation, based on multimodal
text, pose, shape and image input signals, that outputs a detailed human
mesh instance in 2-10 seconds.

– We propose a simple yet effective way to fine-tune pretrained diffusion models
on small-scale datasets, without inducing catastrophic forgetting.

– While not our primary goal, our approach achieves state-of-the art results in
single-image 3D reconstruction and enables 3D creative editing applications.

2 Related Work

Table 1 summarizes the characteristics of AvatarPopUp in comparison to previ-
ous work, along several important property axes.
Text-to-3D generation. The success of text-to-image models [55, 57, 59] was
quickly followed by a significant amount of work on text-to-3D content genera-
tion [38,45,51,66]. Due to limited training data, methods typically use optimiza-
tion approaches, where a neural representation [47] is optimized per instance by
minimizing a distillation loss [51] derived from large text-to-image models. This
idea has been extended to generate human avatars [18,27,29,32,37,69,73,78–80]
or heads [19, 36, 39] enabling the text-based creation of 3D human assets that
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are diverse in terms of shape, appearance, clothing and various accessories.
In these works, the optimization process is often regularized using a 3D body
model [32,37,78], which also enables animation. However, such approaches gen-
erally take hours per instance, and rendering is slow. With the appearance of
Gaussian Splatting [30], other works [2,42,82] reduced rendering time at the ex-
pense of accurate geometry. In any case, creating an avatar still takes a significant
amount of time, making such methods unsuitable for interactive applications. In
this work we propose an alternative direction, which also builds upon the success
of text-to-image models and combines them with 3D reconstruction pipelines.
Also related are 3D human generation methods. AG3D [16] and EVA3D [25] are
GAN-based methods learned from 2D data, that allow to sample 3D humans
anchored in a 3D body model. CHUPA [31] generates dual normal maps based
on text and then fits a body model to obtain a full 3D representation. While
generation is similar in spirit to our method, CHUPA requires optimization per
instance and does not generate texture.

Photorealistic 3D Human Reconstruction. Our framework generates 3D
human assets and builds on top of state-of-the-art 3D reconstruction techniques.
This has been widely explored in the past and can be roughly categorized by its
use of explicit or implicit representations. An important line of work leverages
3D body models [43,50,72] and reconstructs their associated parameters, in some
cases extended with vertex offsets to represent some clothing and hair detail [4–
7, 48, 85]. Other efforts have considered voxels [67, 84], depth maps [17] and
more recently implicit representations [8,13,21,28,60–62,70,71,74,75,83]. Being
topology free, the latter allow the representation of loose clothing more easily.
They typically provide more detail and enable high-resolution reconstruction,
often conditioned on local pixel-aligned features [60]. On the other hand, these
methods yield reconstructions with no semantic labels that cannot be easily
animated. To solve this problem, some work combined body models with implicit
representations [13,21,27,28,70,71], but this is prone to errors when the pose is
noisy at inference time. In contrast, we drive the synthesis process with guidance
from an input body model – sampled or estimated – so that the generated image
is well aligned with the body prior. As we show in Sec. 4, this allows rigging the
3D avatar without post-processing and natively supports 3D animation.

Given a single input image of a person, previous work aims to generate real-
istic reconstructions for the non-visible parts. However, this often leads to blurry
textures and lack of geometric detail, e.g . no wrinkles. Some methods [60, 61,
70, 71] generate back normal maps to enhance details, or consider probabilistic
reconstructions [3, 62]. However, all these methods cannot be prompted from
text or other modalities and still yield limited diversity. In contrast, we guide
the synthesis process by means of generated front and back images, yielding
high-quality 3D reconstructions. Another challenge in previous work is limited
training data. Most prior methods rely on a few hundred 3D scans, due to the
pricey and laborious process of good quality human capture. We alleviate the
need for large scale 3D training data by proposing a framework that can quickly
generate humans with a given clothing, pose and shape.
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Fig. 2: AvatarPopUp method. (Top) AvatarPopUp builds on the capacity of text-
to-image models to generate highly detailed and diverse input images. First, a Latent
Diffusion network takes a text prompt and a target body pose and shape G, and
generates a highly detailed front image If of a person. Next, a second network generates
a consistent back view Ib in the same pose and clothing. (Bottom) We perform pixel-
aligned 3D reconstruction given the generated front/back views If , Ib and optionally
the given 3D body pose and shape G. This decoupling enables the generation of 3D
avatars from text, images or a combination of the two.

3 Method

We learn a distribution p(X|c) of textured 3D shapes X conditioned on a col-
lection of signals c that we factorize as follows

p(X|c) =
∫ ∫

p(X|If , Ib, c) · p(Ib|If , c) · p(If |c)dIfdIb, (1)

where p(X|If , Ib, c) is the probability of 3D shape X given c and front and back
image observations If and Ib respectively, p(Ib|If , c) is the probability of the
back view image given the front image If and conditioning signals c, and p(If |c)
the conditional probability of front view images of the person given c.

Computing the integral in (1) is intractable, but our goal is to generate
samples from the distribution rather than expectations. To do so, we employ
ancestral sampling. We first sample a front view If given c, we then sample a
back view Ib given If and c, and last we sample the 3D reconstruction based
on the entire context. In practice, p(If |c) and p(Ib|If , c) are implemented using
Latent Diffusion models, whereas p(X|If , Ib, c) is a unimodal, neural implicit
field generator.

In the case of single-image 3D reconstruction the conditioning signal c is If ,
and consequently we can omit the first step. For text-based generation, c is a text
prompt describing the appearance of the person together with a signal encoding
the body pose and shape. The conditioning information c may be extended with
additional signals, as in the case of 3D editing, cf . Sec. 4.
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3.1 Controllable Text-to-Image Generator

Recent advances in diffusion-based text-to-image generation networks [56] have
enabled synthesizing high-quality images given only a text prompt as input.
However, for certain use cases, such as human generation, it is difficult to inject
fine-grained, inherently continuous forms of control, like the 3D pose of people
or their precise body shape proportions, when generating with text alone.

Inspired by ControlNet [81], we propose to add simultaneous control over
body pose and shape by augmenting a pretrained Latent Diffusion network with
an additional image input that jointly encodes both modalities. For control we
use GHUM [72] but other models (e.g . [43]) can be used. Specifically given 3D
pose and shape parameters θ and β respectively, we render the corresponding
mesh M = GHUM(θ,β) using GHUM’s template coordinates and posed vertex
locations as 6D vertex colors, obtaining a dense, pixel-aligned pose- and shape-
informed control signal G.

To fine-tune the network, we generate a dataset of images of people with cor-
responding GHUM 3D pose and shape parameters and text annotations. This
dataset is comprised of a set of scanned assets [1] that are rendered from different
viewpoints, as well as a set of real images scraped from the web. For the syn-
thetic part of the dataset, the pose and shape parameters are obtained by fitting
GHUM to 3D scans. We additionally use real images to which we fit GHUM
using keypoint optimization in the style of [33]. For all images we obtained text
annotations using an off-the shelf image captioning system [12] by prompting it
to describe the clothing of the people in the image. Since we are interested in gen-
erating 3D human assets, we additionally mask out the background in all images,
and train the network to output segmented images. This makes the downstream
3D reconstruction task easier, and improves the reconstruction quality because
it encourages the network to focus on human appearance, rather than allocating
capacity to model complex backgrounds.

We want to exploit the rich priors learned by text-to-image foundation mod-
els by fine-tuning a Latent Diffusion model [56] with the dense GHUM ren-
dering as an additional input. For fine-tuning we propose a simpler and more
lightweight method than a standard ControlNet. We pad the weights of the input
convolutional layer with additional channels initialized with zeros, and we then
fine-tune only the weights of the convolutional layers of the encoder network. All
the decoder and attention layers are kept frozen. With this simple strategy, even
though our model is trained on a relatively small set of images, it can generalize
to unseen types of clothing. At the same time, our strategy is more practical
than training a ControlNet, which involves keeping in separate copy of the orig-
inal network weights in memory, and thus enables fine-tuning large models with
moderate hardware utilization. We optimize the encoder of the diffusion model
by minimizing the simple variant of the diffusion loss [24]

L(ψenc) = EE(x),ϵ,t,τ,G ∥ϵ− ϵψ(zt, t, τ, E(G))∥ , (2)

where t ∈ {1, . . . , T} is the diffusion time step, ϵ ∼ N (0, I) the injected noise
zt = αtE(x) + νt is the noisy image latent, τ is the text encoding, E(G) the
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No text conditioning

+ “gray hair” + “with a tattoo”

Fig. 3: Diverse back view hypotheses. Conditioned on the front view, our method
is able to generate diverse plausible back views of the person, with different hairstyles,
wrinkle patterns, or lighting. Our network can also be controlled with text (second
row), to add fine-grained detail to our generated back-side views.

latent encoding of the dense GHUM signal, and ψenc the encoder subset of the
denoising UNet parameters ψ.

3.2 Back View Generation

One could try to lift the generated front views from the previous stage to 3D
directly by applying a single-image 3D reconstruction method like PHORHUM
[8]. However, because of the inherent ambiguity of the problem this will result in
significant loss of geometric detail and blurry textures for the non-visible body
surfaces. To avoid this, we propose to fine-tune again a latent diffusion network
with the same strategy as in the previous section. This time the additional
image conditioning is a front view and optionally a text prompt, and we train the
network to learn the distribution of back views conditioned on the front view. The
additional text prompt can be used in cases where it is desired to additionally
guide the generation by very specific properties. Fig. 3 shows different back sides
sampled from the conditional distribution. We also show that the additional
text inputs are useful in modulating certain parts of the generation that are
not immediately deducible from the front image, such as hairstyles or specific
patterns.

3.3 3D Reconstruction Model

Our 3D reconstruction network is inspired by PHORHUM [8], and our design
choices are informed by the limitations of typical single-image 3D reconstruction
methods. Specifically, given a collection of input image signals I = {If , Ib,G},
we first concatenate them, and then use a convolutional encoder G to compute
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a pixel-aligned feature map G(I). The 3D body control signal G is optional and
may be omitted, e.g . for single-image reconstruction. Then, each point x ∈ R3

in the scene gets projected on this feature map to get pixel-aligned features
zx = g(I,x;π) = b(G(I), π(x)) using interpolation, where b(·) is the bilinear
sampling operator and π(x) is the pixel location of the projection of x using the
camera π. These pixel aligned features are then concatenated with a positional
encoding γ(x) of the 3D point and are fed to an MLP f that outputs the signed
distance from the surface d as well as surface color c. Finally, the 3D shape S is
represented as the zero-level-set of d

S(I) = {x ∈ R3|f(g(I,x;π), γ(x)) = (0, c)}. (3)

S can be transformed to a mesh directly, using Marching Cubes [44].

3.4 Animation of Generated Avatars

Our method can generate diverse 3D avatars with various poses, shapes and
appearances. Optionally, we may leverage the conditioning body model to rig
the estimated 3D shape. As a result of our conditioning strategy, 3D avatars
and the conditional body model instances are aligned in 3D. This allows us
to anchor the reconstructed 3D shape on the body model surface [10] and re-
pose or re-shape it accordingly. Alternatively, we may also transfer just the LBS
skeleton and weights from the body model to the scan. This enables importing
and animating the generated 3D assets in various rendering engines. See Fig. 8
and Sup. Mat. for examples and videos of animations of the generated 3D assets.

4 Experiments

Data. We use meshes from RenderPeople [1] for training as well as our own
captured data, totaling in ∼10K scans with diverse poses, body shapes, and
clothing styles. We render each scan with randomly sampled HDRI background,
random cloth color augmentations, and lighting using Blender [11]. During this
process, we render both front and back views used to train the different stages of
our model. For the front image generation network we also use a set of 10K real
images on which we fitted the GHUM model using 2D keypoints. For testing we
defined a split based on subject identity and held out ∼1K scans.

We provide results for 2 different versions of our model. The standard quality
model is generated in 2 seconds by running 5 DDIM [64] steps during inference
and Marching Cubes at 2563 resolution. The high quality model is generated in
10 seconds using 50 DDIM steps and Marching Cubes at 5123 resolution. The
timings were recorded on a single 40 GB A100 GPU. Unless otherwise stated,
all results we report are obtained using the high quality model.
Metrics and Baselines. We compare our method numerically for two different
problems. First we consider the task of text-to-3D human generation, where we
sample 100 different text prompts and compare against representative text-to-
3D generation methods. For numerical comparisons we evaluate the text-image
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Fig. 4: Diversity of our 3D generation. For the same text prompt and the same
pose and shape conditioning, our model can generate a diverse set of 3D avatars that
respect both the text and the 3D body controls.

alignment using CLIP [52]. Specifically, we use the retrieval accuracy using CLIP,
as proposed in [51]. We additionally show qualitative results.

Second, we validate the performance of our 3D reconstruction component
against state-of-the-art methods [8, 27, 60, 61, 70, 71] considering both geometry
and texture. Pixel-aligned image features dominate in recent work [8, 60, 61],
but some methods proposed to combine them with body models [70, 71], which
offer advantages in being able to animate reconstructions. We also rely on pixel-
aligned features, yet propose a method that inherently enables animation. We
run AvatarPopUp by generating the back side of the subject and applying the re-
construction network. To evaluate 3D geometry, we report bi-directional Cham-
fer distance ×10−3, Normal Consistency (NC ↑), and Volumetric Intersection
over Union (IoU ↑) after ICP alignment. However, these metrics do not neces-
sarily correlate with good visual quality, e.g . Chamfer distance is minimized by
smooth, non-detailed geometry. To measure the quality of reconstructions, we
additionally report FID scores [22] of the front/back views for both geometry
and texture.

4.1 Text-to-3D Generation

In Fig. 4 we generate different avatars given the same text prompt and driving
poses. We can see that our model is able to create a very diverse set of assets, a
property not observed in the previous text-to-3D generation methods [32].

In Tab. 2 we use CLIP to evaluate our model against other text-to-3D genera-
tion methods. In general, CLIP-based metrics are not indicative of the generated
image quality, because they only consider the alignment with the text, and often
over-saturated images with extreme details tend to have high CLIP scores. To
further demonstrate that our method generates higher quality avatars, we also
include a qualitative comparison in Fig. 5.
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Color Color
R-Prec. ↑ Top-3 ↑ R-Prec. ↑ Top-3 ↑ Runtime ↓

0.68 0.92 0.04 0.25 8h DreamHuman [32]
0.56 0.82 0.03 0.15 3h TADA [37]
– – 0.03 0.08 3m CHUPA [31]

0.58 0.73 0.08 0.17 ∼2s Ours
0.62 0.77 0.11 0.17 ∼10s Ours (high quality)

Table 2: Numerical comparisons with other text-to-3d human generation
methods. We mark the best and second best results. Our method allows to trade-
off speed and quality and we report results for two different settings.

Fig. 5: Comparisons with text-to-3d human generation methods. Our method
generates high quality results that respect the text prompt well, at a fraction of the
others’ runtime, cf . Tab. 3. TADA’s results appear unnatural; DreamHuman failed for
one subject and produces oversaturated colors; CHUPA failed to respect the prompt.

4.2 Single-image 3D Reconstruction

While not specifically designed for 3D reconstruction, our method achieves state-
of-the-art performance also for this task. The evaluation setup is the following:
given an input image I, we draw one random sample from the back view im-
age generator network, and then feed the pair of front/back images to our 3D
reconstruction network. For all methods we extract a textured 3D mesh using
Marching Cubes and report numerical results in Tab. 3. Furthermore, we show
qualitative results in Fig. 6. Notably, our method not only performs on par
numerically and qualitatively on reconstructed front views, but also generates
highly detailed back view texture and geometry. Finally, we also compare with
the optimization-based method TeCH [27] in Fig. 7. TeCH produces detailed
front and back geometry but also also exhibits problems at times, rooted in its
3D pose estimation method. Most importantly, TeCH runs for several hours per
instance, while ours computes results in a single feed-forward pass, in only a few
seconds.
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3D Metrics FID ↓
Ch. ↓ IoU ↑ NC ↑ Color. F Color B. Normal F. Normal B.
7.1 0.50 0.72 – – 29.6 57.2 PIFu [60]
6.2 0.52 0.74 – – 26.9 52.5 PIFuHD [61]
7.0 0.48 0.72 – – 36.1 49.0 ICON [71]
3.4 0.58 0.76 – – 18.3 36.1 ECON [70]

0.84 0.71 0.87 11.0 40.8 11.2 38.8 PHORHUM* [8]
0.91 0.70 0.86 11.0 20.0 12.8 25.8 Ours

Table 3: Numerical comparisons with single-view 3D reconstructions methods and
ablations of our method. We mark the best and second best results. All Chamfer
metrics are ×10−3. Not all methods generate colors. For fair comparisons, we retrained
PHORHUM [8] using the same data as AvatarPopUp. We observe comparable results
in terms of 3D metrics, however ours performs better on generating more realistic and
diverse back views and back normals.

4.3 3D Virtual Try On

An immediate application of our method is the option to perform 3D garment
edits for a given identity. Given an input image, we first recover 3D pose and
shape parameters of the person in the image. Using a text prompt and the iden-
tity preservation strategy introduced below, we can generate updated images
of the same person wearing different garments or accessories. To preserve the
identity of the person, we first locate the person’s head in the source image and
use then Repaint [46] to out-paint a novel body for the given head while still
conditioning on the estimated pose and shape parameters. With this strategy
we ensure that our method not only preserves the facial characteristics but also
the overall body proportions. In Fig. 9 we illustrate such editing examples. The
generated 3D edits present garment details like wrinkles on both front and back
views, and preserve the subjects’ facial appearance. Also, note that body shape
and identity are well preserved for the subjects, even though only one image
is given. While there has been a significant amount of 2D virtual try-on re-
search [20, 35, 86], our methodology can generate consistent and highly detailed
3D meshes that can be animated and rendered from other viewpoints.

4.4 Animation

AvatarPopUp enables animation of the generated assets by design, provided that
its generation is conditioned on an underlying body model. In Fig. 8, we show
an example of a generated avatar that is rigged automatically.

4.5 Ablation Study

Pose and shape encoding in the 3D reconstruction network. We com-
pare the effectiveness of our additional pose and shape encoding inputs G to our
reconstruction network.To do so, we use the same set of 100 text prompts as
before and for each text prompt sample a random pose and shape configuration.
For each (τ,θ,β) triplet we run inferences and compute 2 meshes: one using
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Fig. 6: Qualitative comparisons with state-of-the-art single image 3D re-
construction methods. Our method produces front color and normals on par with
state-of-the-art and much more detailed back view hypotheses.

only the front and back images, and another one additionally using the dense
GHUM encodings. We then evaluate the Chamfer distance between each mesh
and the corresponding GHUM mesh. The model using the additional GHUM
signals has an average Chamfer distance of dwith = 1.4 whereas the one with-
out dwithout = 8.6, thus validating our design choice. Not only is the control
respected well, but this also allows for animation as discussed previously.
Partial vs. Complete Network Fine-tuning. We finetune two Latent Diffu-
sion networks, one in a standard way by optimizing all parameters, and another
one using our proposed strategy where we only finetune the convolutional layers
of the encoder. Empirically we observed that the network that was finetuned
as a whole experienced catastrophic forgetting, and has poor performance when
asked to generate types of garment not seen in the training set. Fig. 10 shows a
comparison for text prompts not in the training set.

5 Discussion & Conclusions

Limitations. AvatarPopUp inherits limitations from other pixel-aligned meth-
ods, e.g . with regions parallel to camera rays being not as detailed in the recon-
struction. Further, artifacts might be visible in poses or very loose clothing that
are underrepresented during training.
Ethical Considerations. We present a generative tool to create 3D human
assets, thus reducing the risk of scanning and using real humans for training
large scale 3D generative models. AvatarPopUp generates diverse results and
can lead to a better coverage of subject distributions.
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Fig. 7: Additional comparisons with TeCH. TeCH is optimization-based and takes
several hours to complete for a single reconstruction. Our results are obtained in sec-
onds, yet are as detailed and even less noisy.

Fig. 8: Reposing example.. We first reconstruct an avatar “wearing a gray suit” in
the A-pose and then we transfer it to different poses.
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Fig. 9: Identity preserving 3D avatar editing. Our method allows for editing the
clothing, while preserving the identity of the generated person. In each row we’re using
the image on the left as input, recover the person’s pose and shape parameters and
then run our method using the shown prompts. The generated avatars share the same
identity and respect the target prompts.

A Roman marble statue A person wearing a wedding dress

Fig. 10: Partial vs. complete fine-tuning strategy. For each text prompt the
first example is generated using our partial fine-tuning strategy whereas the second
by fine-tuning the entire network. Empirically, partial fine-tuning is more resilient to
catastrophic forgetting, generating more diverse and better text-aligned images.

We have presented AvatarPopUp, a novel framework for generating 3D hu-
man avatars controlled by text or images and yielding rigged 3D models in 2-10
seconds. AvatarPopUp is purely feed-forward, allows for fine-grained control over
the generated body pose and shape, and can produce multiple qualitatively dif-
ferent hypotheses. AvatarPopUp is composed of a cascade of expert systems,
decoupling image generation and 3D lifting. Through this design choice, Avatar-
PopUp benefits from both web-scale image datasets, ensuring high generation
diversity, and from smaller size accurate 3D datasets, resulting in reconstructions
with increased detail and precisely controlled based on text and identity specifi-
cations. In the future, we would like to explore other 3D construction strategies
besides pixel-aligned features. Longer term, we aim to support highly detailed
and controllable 3D human model generation for entertainment, education, ar-
chitecture and art, or medical applications.
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