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Abstract. With the growing popularity of text-to-image generative mod-
els, there has been increasing focus on understanding their risks and
biases. Recent work has found that state-of-the-art models struggle to
depict everyday objects with the true diversity of the real world and
have notable gaps between geographic regions. In this work, we aim to
increase the diversity of generated images of common objects such that
per-region variations are representative of the real world. We introduce
an inference-time intervention, contextualized Vendi Score Guidance (c-
VSG), that guides the backwards steps of latent diffusion models to
increase the diversity of a sample as compared to a “memory bank” of
previously generated images while constraining the amount of variation
within that of an exemplar set of real-world contextualizing images. We
evaluate c-VSG with two geographically representative datasets and find
that it substantially increases the diversity of generated images, both
for the worst-performing regions and on average, while simultaneously
maintaining or improving image quality and consistency. Additionally,
qualitative analyses reveal that diversity of generated images is signifi-
cantly improved, including along the lines of reductive region portrayals
present in the original model. We hope that this work is a step towards
text-to-image generative models that reflect the true geographic diversity
of the world.1
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1 Introduction

The unprecedented results achieved by text-to-image systems [15,32,36,39] and
their wide-spread use as plug-and-play solutions have propelled a body of re-
search to understand their potential risks and biases [1,8,27]. Recent works have
highlighted through qualitative and quantitative evaluations the disparities in
demographic traits of people represented in the generated images [19, 31, 49],
triggering the design of mitigation strategies based on textual interventions [16],
attention-weight modification [17], and semantic guidance [14].
? Equal Contribution.
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Fig. 1: (a) We present Contextualized Vendi Score Guidance (c-VSG), an
inference-time intervention to increase the diversity of images generated by latent dif-
fusion models (LDMs). c-VSG guides backwards steps of the diffusion process using
the Vendi Score [13] to increase the diversity among a sample xt and a memory bank
of previous generations (with weight ↵) while constraining excessive variation using a
small set of real, contextualizing exemplar images (with weight �). (b) Generations of
dog in Africa, all with the same seed. First row has zero c-VSG guidance scale and as
a result all samples are the same. As we increase the c-VSG guidance scale, we observe
increased diversity in generations.

Beyond human-centric representations, research has shown that stereotypi-
cal biases also occur for representations of objects and their surroundings across
the globe [2, 4, 18]. In particular, previous studies highlighted that progress in
image quality or realism has come at the expense of representation diversity and
text-image consistency [18]. This trade-off affects some regions more than oth-
ers, hindering the progress towards conditional image generative systems that
truly work well for all geographic regions. Notably, images generated with text
prompts that include regional information contain limited object diversity and
heightened geographic stereotypes. As shown in [18], many generations depict
limited diversity in object type. Yet, to the best of our knowledge, no mitigation
strategies have directly targeted geo-diversity in text-to-image systems.

In this paper, we aim to mitigate disparities in representation diversity of
common objects across worldwide regions. More precisely, our goal is to increase
the objects’ representation diversity such that per-region variation in type of
object, as observed in the real world, is better reflected in the generations. In
doing so, we aim to maintain (or improve) the quality of images as well as their
text-image consistency.

We devise a novel approach called Vendi Score Guidance (VSG) that in-
creases the representation diversity of the generations by leveraging the Vendi
Score (VS) [13] – a dataset diversity evaluation metric. In particular, VSG ex-
tends the guidance toolbox of diffusion models by driving the generation process
towards samples that are substantially different from each other, intuitively max-
imizing the effective number of samples among the obtained generations. This
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requires the proposed guidance strategy to operate auto-regressively w.r.t. the
previous generations. We implement this by keeping a memory bank of past
generations that ensures that the current sample differs from those in the mem-
ory.do Yet, increasing diversity in an unconstrained way results in generations
that lack either image realism or text-generation consistency. Therefore, we pro-
pose to contextualize VSG by providing a small set of randomly selected real
images of objects, referred to as exemplar images, and guiding the generation
process towards diverse samples that are grounded on those exemplar images.
We evaluate the proposed approach by measuring precision [26,40], recall [26,40],
and CLIPScore [24] to assess image realism/quality, representation diversity, and
text-image consistency, respectively. We report results on two geographically di-
verse datasets that contain images of the common objects collected around the
world, GeoDE [35] and DollarStreet [38].

Our results show that contextualized Vendi Score Guidance improves worst-
region and average F1 for both datasets, including a relative improvement of 40%
in worst-region F1 over the Latent Diffusion Model (LDM) baseline without any
intervention when measured on GeoDE and 11% over the next closest baseline,
and reduces performance disparities across regions. Even without contextualiza-
tion, VSG shows relative improvements of up to 10% over the LDM baseline in
F1. Upon visual inspection we find the object diversity in images to be signif-
icantly improved, with greater variation in object color, type, shape, and size.
In addition, VSG improvements often coincide with improved regional represen-
tations beyond reductive portrayals present in the original model. Finally, we
find in ablations that our combined use of the Vendi Score to encourage image
diversity relative to previous generations while constraining variation to that of
the real world with contextualizing exemplar images meaningfully navigates the
diversity vs. quality tradeoff.

The contributions of this work can be summarized as follows:

– We introduce a new inference-time intervention, contextualized Vendi Score
Guidance (c-VSG), to increase the diversity of images generated by LDMs
using a memory bank of previously generated images and exemplar images.

– When evaluated with two geographically representative real world datasets,
c-VSG shows significant improvement in diversity and quality over the vanilla
LDM, while maintaining text-image consistency.

– c-VSG shows improvements in average and worst-region F1 over state-of-
the-art baselines, while exhibiting reduced disparities in quality, diversity
and text-generation consistency across regions.

– Our ablations demonstrate the efficacy of the memory and contextualizing
components of the c-VSG criterion.

We hope this work contributes to image generations that better reflect the geo-
graphic diversity of the real world.
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2 Method

In this work, we focus on increasing the diversity of latent diffusion models
(LDMs). We first provide preliminary details about the components of the LDM
generation process in which we apply our interventions, as well as the Vendi Score
metric. Then, we introduce our proposed methodology, Vendi Score Guidance.

2.1 Preliminaries

Sampling in LDMs. In this work, we focus on a class of LDMs called denoising
diffusion implicit models (DDIMs) [45]. At inference or generation time, DDIMs
use a reverse process defined as:

xt�1 =
p

⇠t�1x̂0,t +
q

1 � ⇠t�1 � �2
t · ✏(t)✓ (xt)

| {z }
direction pointing to xt

+ �t✏t|{z}
random noise

, (1)

where xt is the sample at time step t, ✏t ⇠ N (0, I) and ⇠t and �t are time-
dependent coefficients, and x̂0,t is the DDIM approximation of the denoised
sample given current xt,

x̂0,t = DDIMApprox(xt) :=
xt �

p
1 � ⇠t✏

(t)
✓ (xt)p

⇠t
, (2)

and ✏(t)✓ is the pretrained denoising network parameterized by ✓ that approxi-
mates the score function conditioned on a class or prompt y,

✏(t)✓ ⇡ rx log p(xt|y). (3)

In this work, we modify this score function to guide the sampling process towards
generating more diverse samples.

Guidance in LDMs. LDMs often condition generated samples on labels or
text prompts in the score function. If one has access to a pretrained denoising
network that only approximates the unconditional score function (rx log p(x)),
one can use classifier-guidance [12] to generate a conditional sample. Classifier-
guidance modifies the score function using a pretrained classifier that provides
log p(y|xt),

✏(t)✓ ⇡ rx log p�(xt|y) = rx log p(xt) + �rx log p(y|xt), (4)

where � is a scaling factor controlling the strength of class-conditional generation.
In this work, we adapt this concept of guidance by utilizing the Vendi Score [13],
rather than a classifier, as our guidance function.

Vendi Score (VS). The VS is a metric for evaluating diversity in machine
learning [13]. It applies a user-defined similarity function to a set of samples,
without the need for a reference dataset as opposed to metrics such as recall or
coverage [26,30,40]. VS measures the effective number of examples by computing
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the soft-rank of a similarity or kernel matrix. The similarity matrix is calculated
using a similarity function that takes two samples and returns a positive value
indicating how similar they are. Higher rank of the similarity matrix corresponds
to higher Vendi Score and diversity.

Formally, given a set of samples x1, . . . , xn, we can define a positive semi-
definite similarity function k with k(x, x) = 1 for all x. The similarity function
is applied on every pair of samples in our dataset to create a similarity matrix,
K where Ki,j = k(xi, xj). VS is then defined as the soft-rank of K/n, i.e., the
exponential of the entropy of the eigenvalues of K/n [13]:

VS(x1, . . . , xn) = exp

 
�

nX

i=1

�i log �i

!
, (5)

where �1, . . . , �n are the eigenvalues of K/n.
A common choice for the similarity function is the cosine-similarity of every

pair of samples in the dataset in a pre-defined feature space.

2.2 Vendi Score Guidance

In this section, we introduce our proposed approach, called Vendi Score Guid-
ance (VSG). Our goal is to increase the diversity of the generated samples by
incorporating the Vendi Score as an auto-regressive guidance mechanism during
diffusion model inference. In other words, every new generation will take into
consideration all previously generated samples and will aim to generate a sample
which is substantially different from the previous ones.

Let us define a memory bank which contains all the previously generated
samples as Xf : {x1, ..., xn}. Given the Xf , and a newly generated sample x, we
can compute VS(x,Xf ). Our goal is to modify the generation process of x by
steering it towards part of the manifold that increases VS, and thus, augment
the sample diversity. We can achieve this via the following score function,

✏(t)✓ ⇡ rx log p�,↵(xt|y,Xf ) = rx log p�(xt|y) + ↵rxVS(x̂0,t,Xf ), (6)

where ↵ is a scaling factor that controls the strength of the Vendi Score guidance
and x̂0,t is the predicted denoised sample.

A naive way of finding x̂0,t is to apply all the T steps of the backward diffusion
process and use the denoised image to compute the Vendi Score. However, this
is computationally expensive. Thus, we use the efficient DDIM approximation
of a denoised sample, given in Eq. 2.

We note that the original Vendi Score formulation in Eq. 5 is not differen-
tiable, since it requires finding the singular values of the similarity matrix, and
singular value decomposition is not differentiable. To overcome this limitation,
we developed a simple algorithm to compute the Vendi Score in a differentiable
way and present it in Appendix 6.2.
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Contextualized Vendi Score Guidance (c-VSG). In experimentation, we
found that unconstrained VSG can have limited efficacy, as generated images
may drift from real world representations. Thus, in the second part of our
method, we use Vendi Score a second time with a small set of randomly selected
exemplar images, Xr. This set of exemplar images is used to contextualize the
Vendi Score computation and thus, the generation process. Similar to Eq. 6, we
compute VS(x,Xr). However, because we want to reduce excessive drift from
the exemplar representation of images, we calculate the gradients with respect
to the negative of this score. Overall, we use the following score function which
combines VSG with contextualized samples:

rx log p(xt|y,Xf ,Xr) = rx log p�,↵(xt|y,Xf ) � �rxVS(x̂0,t,Xr), (7)

where � is a scaling factor that controls the strength of VSG contextualization.
This formulation allows the model to generate samples that remain close to
the exemplar images without the need for additional training. Intuitively, the
modified score function (Eq. 7) steers the generation process towards parts of
the space which would result in a sample that increases the rank of the memory
bank while staying close to the exemplar images.

Algorithm 1 presents the c-VSG computation step by step. Note that we use
Gfreq to control the rate at which c-VSG is applied in the diffusion process,
allowing for a balance between efficiency and diversity. To generate image xn,
we apply the the proposed guidance in the backward diffusion process. In the
intermediate steps and when the sample is not yet generated, we use DDIM’s
approximation of x̂0 and feed it to the VS computation. After the final diffusion
step and once the image is completely denoised, xn is added to the memory bank
of generated images and used for future image generations.

3 Experiments

In this section, we describe evaluation datasets and metrics, baselines, and set-
up. We then present experimental results and ablations.

3.1 Datasets and metrics

In our experiments, we report worst-region and average F1, recall, precision, and
CLIPScore. We follow [18] and evaluate performance w.r.t. two geographically
diverse datasets containing images of objects in multiple regions: GeoDE [35]
and DollarStreet [38]. Both datasets contain images of objects in their everyday
settings and are intended to be geographically representative. However, images
in GeoDE were submitted by people living in the regions of interest and were
collected with specific guidelines, e.g., that the object of focus fills at least 25%
of the image, while images in DollarStreet were collected by photographers who
travelled to various regions, with a special focus on “disadvantaged and isolated
areas” [38]. Thus, DollarStreet likely has more income variation than GeoDE.
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Algorithm 1 Contextualized Vendi Score Guidance (c-VSG)
Require: Class label y, a single fake image xf , a tensor of M real images Xr, pre-

trained diffusion model ✏✓, N number of generations to obtain, T number of diffusion
steps, Gfreq guidance frequency, ↵, � and � guidance weights

Ensure: Xf a tensor with N diverse model samples
Xf  xf . Tensor with diverse model samples
for n = 1, . . . , N � 1 do

xn ⇠ N (0, I) . Initialize sample with random noise
for t = T, . . . , 1 do . Apply backward diffusion steps

if t % Gfreq == 0 then

x̂n
0,t = DDIMApprox(xn

t ) . Eq. 2
✏(t)✓  rx log p�(xt|y) + ↵rxVS(x̂n

0,t,Xf )� �rxVS(x̂n
0,t,Xr) . Eq. 7

xn
t�1  one step of DDIM . Eq. 1

else

✏(t)✓  rx log p�(xt|y)
xn
t�1  one step of DDIM . Eq. 1

end if

end for

Xf  cat(Xf , x
n
0 ) . Add final denoised sample to the memory

end for

Furthermore, DollarStreet contains large imbalances between regions. We filter
GeoDE to obtain 180 images from each region for a total of 27 objects. The
remaining images are used as the pool for randomly selected exemplar real im-
ages. We subsample DollarStreet so that images contain only one concrete class,
e.g., removing classes corresponding to favorite objects and images with multiple
classes, and use the original distribution exclusive of the images used for con-
textualizing. For CLIPScore, we compute the average of the 10th-percentile for
each object class, as prior work suggests that the lower tail of the distribution
tends to be most informative in capturing generation inconsistencies [18,20].

3.2 Baselines

We split our discussion between baselines that do not utilize any information
specific to the task in order to improve generation diversity, and those that use
small amounts of information from the task. To see examples of generations for
different methods, see Appendix 6.4.
Without any additional information:
– LDM: This is the baseline setup where the unaltered LDM is used with the

prompt {object} in {region} to condition the generation process.
– Synonyms: This strategy maps each object class to its corresponding Im-

ageNet [11] class and WordNet [29] synset. Each synset contains lemmas
representing a specific “sense” of the given class. We generate images strati-
fied across all possible lemmas (including the original object word), for each
class, i.e., {synonym} in {region} is used to condition the generation pro-
cess. The list of synonyms can be found in Appendix 6.1.
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With additional information:
– Paraphrasing: We use the LLaMA-2-70B-chat [48] large language model to

generate paraphrases of the original prompt template, {object} in {region}.
We include the specifications and descriptions used in the collection of GeoDE
and DollarStreet. The metaprompts and paraphrases, as well as our method
of tuning prompts and model specifications, are included in Appendix 6.1.

– Semantic Guidance: As observed in [18] and highlighted in Fig. 3, generated
images tend to contain diversity issues related to the magnification of region-
specific representations of objects beyond those in the evaluation task. To
reduce this amplification of region information in the generated images, we
employ Semantic Guidance [6, 14] by adding negative guidance correspond-
ing to the region term for each generation. Note that this baseline requires
knowing the biases embedded in the text-to-image system upfront.

– Feedback Guidance (FG): Following [22,43], during generation we use feed-
back from an external CLIP-based [34] classifier to predict region labels of the
generated images2. We experiment with two versions of feedback guidance to
encourage more diverse generations: one that maximizes the loss of the clas-
sifier and one that maximizes the entropy of predicted class distributions.

– Textual Inversion: Textual inversion injects a learned token embedding
using small subset of images from the evaluation task to better represent the
reference images [16]. We apply textual inversion by learning an embedding
for each object in the evaluation dataset using four images per object.

3.3 Experimental set-up

We perform all experiments using an open sourced version of an LDM trained
on a large scale dataset [39]. For c-VSG, we use ↵ = 1 and � = 2 unless other-
wise specified, with two exemplar images as real world context and set Gfreq
to 5. We calculate the Vendi Score in the CLIP ViT-B32 [34] feature space. For
each method, we perform a hyperparameter search across guidance scales, as
well as the weighting of contextual information, where applicable. We perform
one-region-out hyper-parameter selection, selecting the best hyper-parameters
for a given region based on the F1 for all the other regions. For computational
complexity and efficiency see Appendix Sec. 6.5.

3.4 Results

Overall results. On GeoDE (reported in Tab. 1), VSG without contextualiza-
tion achieves a relative improvement in average F1 of 9.6% over generations
obtained with the LDM (VSG achieves F1 of 0.399 and LDM achieves F1 of
0.364), an improvement over baselines that do not leverage any additional infor-
mation. Similarly, VSG yields relative improvement in worst-region F1 by 10.6%.

2 In this baseline, we do not implement the additional real/fake discriminator as sug-
gested in [43], as we focus only on methods that utilize existing classifiers.
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Table 1: Comparison to baselines on GeoDE. Contextualized Vendi Score
Guidance contributes to greater diversity improvements (recall) with increases, or
little cost to, quality (precision) and consistency (CLIPScore), both on average and
for the worst performing region (determined by F1). AF: Africa, WAS: West Asia,
“label” refers to region label, “desc” to text description, and “img” to exemplar images.

Method Ref. Worst- F1 Precision Recall CLIPScore

Info. Reg. Avg. Worst-Reg. Avg. Worst-Reg. Avg. Worst-Reg. Avg. Worst-Reg.

LDM 7 AF 0.364 0.322 0.413 0.273 0.337 0.395 0.242 0.218
Synonyms 7 AF 0.357 0.306 0.350 0.298 0.366 0.315 0.215 0.203
VSG (ours) 7 AF 0.399 0.356 0.349 0.307 0.470 0.424 0.180 0.191

Paraphrasing desc WAS 0.384 0.354 0.338 0.309 0.449 0.415 0.231 0.228
Semantic Guidance label WAS 0.420 0.401 0.459 0.519 0.391 0.326 0.245 0.253

FG CLIP (Loss) label WAS 0.409 0.378 0.387 0.383 0.436 0.373 0.228 0.223
FG CLIP (Ent.) label AF 0.380 0.337 0.344 0.329 0.429 0.345 0.224 0.227
Textual Inversion img AF 0.369 0.363 0.409 0.444 0.338 0.308 0.234 0.232
c-VSG (Ours) img AF 0.455 0.444 0.424 0.417 0.493 0.476 0.254 0.253

Table 2: Comparison to baselines on DollarStreet. Contextualized Vendi Score
Guidance contributes to greater diversity improvements (recall) with little cost to
quality (precision) and consistency (CLIPScore), both on average and for the worst
performing region (determined by F1). c-VSG outperforms all the methods by at
least 8% relative F1 improvement. AF: Africa, AS: Asia, “label” refers to region label,
“desc” to text description, and “img” to exemplar images.

Method Ref. Worst- F1 Precision Recall CLIPScore

Info. Reg. Avg. Worst Reg. Avg. Worst Reg. Avg. Worst Reg. Avg. Worst Reg.

LDM 7 AS 0.448 0.442 0.428 0.434 0.472 0.450 0.231 0.235
Synonyms 7 AS 0.464 0.457 0.451 0.448 0.479 0.467 0.216 0.220
VSG (ours) 7 AS 0.457 0.444 0.413 0.388 0.516 0.518 0.191 0.198

Paraphrasing desc AF 0.454 0.445 0.445 0.454 0.465 0.437 0.226 0.215
Semantic Guidance label AS 0.470 0.458 0.447 0.449 0.498 0.467 0.230 0.233
FG CLIP (Loss) label AS 0.437 0.394 0.401 0.321 0.488 0.510 0.223 0.206
FG CLIP (Entropy) label AS 0.465 0.462 0.412 0.404 0.535 0.540 0.222 0.219
Textual Inversion img AS 0.425 0.398 0.478 0.491 0.386 0.335 0.217 0.219
c-VSG (Ours) img AS 0.497 0.483 0.486 0.486 0.511 0.479 0.234 0.238

Interestingly, using Synonyms tends to decrease performance, perhaps due to its
enforcement of a strict, yet limited, distribution of object names.

When considering methods that include additional information, we observe
that leveraging textual descriptions of the evaluation dataset (Paraphrasing)
is useful to improve average and worst-region F1. However, leveraging region
information (Semantic Guidance, FG CLIP) yields better results. Notably, when
the additional region information corresponds to known biases embedded in text-
to-image systems, as is the case of Semantic Guidance, we observe substantial
relative performance improvements of 15.4% and 24.5% in average and worst-
region F1 over the LDM baseline.

Leveraging exemplar images to contextualize VSG results in further perfor-
mance gains. In particular, c-VSG shows a 25% and 37.9% relative improvement
in average and worst F1 compared to the LDM baseline. Comparing c-VSG with
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(a) No VSG, i.e., {object} in {region} baseline

(b) Vendi Score Guidance

(c) Contextualized Vendi Score Guidance

Fig. 2: Generated images of cooking pots (Left) and cars (Right). The same six
seeds are shared among the examples, and the box colors indicate images pertaining
to Africa, Europe, and Southeast Asia. Vendi Score Guidance increases the diversity
of generated images, including object type, positioning, and quality. Contextualization
with exemplar images increases similarity to real world diversity. (More examples are
shown in Appendix Figures 7 and 8.)

the closest competitor, Semantic Guidance, we observe a relative improvement
of 8.3% and 10.7% in average and worst-region F1.

Tab. 2 presents results on DollarStreet. In this case, uncontextualized VSG
only moderately improves over the LDM baseline in average and worst-region F1.
However, when including exemplar images per c-VSG, the patterns of improve-
ment are consistent with GeoDE. c-VSG achieves 5.7% and 4.5% improvements
over the closest baselines in average and worst-region F1, respectively.

In the reminder of this section, we analyze the findings described above in
the context of improvements to diversity, quality, and consistency.

VSG improves diversity. The improvements in F1 relate to consistent
boosting of both worst-region and average recall: for GeoDE (Tab. 1, recall), VSG
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both with and without contextualization show improvements for all baselines,
and by at least 7.3% (and up to 46.2%) over the LDM baseline. Similarly, VSG
exhibits among the highest recall values in DollarStreet (Tab. 2, recall). FG CLIP
(Ent.) achieves the highest recall values, but those come with significant drops
in precision. Notably, for DollarStreet, VSG has better recall when exemplar
images are not used. Again, this comes at a cost to precision.

Diversity improvements are also reflected in qualitative examples. Fig. 2 re-
veals that VSG leads to greater variation in object color, type, and shape, such
as more colorful cars for Africa, sports-cars for Europe, and lengthened hoods
for Southeast Asia. With VSG, image backgrounds also show greater variety in
textures and diversity in indoor vs. outdoor settings. In addition, VSG enables
more inter-region diversity. For example, in Fig. 2, the same seed can look much
more similar across regions in the baseline than with c-VSG.

Contextualized VSG improves quality. In GeoDE, c-VSG also allows for
improvement in both average and worst-region precision over the LDM baseline,
the latter by up to 52.7% (Tab. 1, precision). Similar precision gains are observed
in DollarStreet (Tab. 2, precision): leveraging exemplar images results in relative
improvements of 12% in worst-region over the LDM baseline. Comparing c-VSG
with VSG shows relative gains of 17.7% and 25.3% in average and worst-region
precision, respectively. Interestingly, Semantic Guidance allows for higher pre-
cision than c-VSG on GeoDE, whose images were submitted by people living
in the regions of interest. The lower precision achieved by Semantic Guidance
on DollarStreet might be related to the datasets’ focus on disadvantaged and
isolated areas. Thus, Semantic Guidance requires an understanding of whether
applying region information helps or hurts the diversity of the generations.

Contextualized VSG improves consistency. In both GeoDE and Dol-
larStreet, we observe that VSG without contextualization slightly reduces con-
sistency (Tab. 1 and 2, CLIPScore). This highlights the importance of contextu-
alization when using VSG: leveraging exemplar images in c-VSG results in the
highest CLIPscores across the board, on average and for the worst-region.

Contextualized VSG reduces disparities across regions. When com-
paring c-VSG to VSG, we observe that disparities across regions appear sub-
stantially reduced on both datasets. On GeoDE, contextualization reduces the
performance gap between average and worst-region in F1, recall, precision, and
CLIPScore. Similar trends may be observed for DollarStreet, where c-VSG ex-
hibits remarkably lower disparities across all metrics when compared to the LDM
baseline. It is worth noting that Semantic Guidance also has low disparities.

Contextualized VSG shows early improvements in region represen-
tation. While this work does not focus particularly on mitigation of reductive
regional representations, we find in initial qualitative inspections that repre-
sentations of regions can change positively after applying contextualized VSG.
We find that for Africa, objects like cars and cooking pots are less dilapidated
with VSG, as compared to the original generations. In addition, some objects
tend to be larger and more central in the image, reducing the prevalence of
unrepresentative background fixtures, as shown in Appendix 6.2. The improve-
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ment of consistency with contextualization similarly reduces the dominance of
non-representative regional background information. Remaining images without
objects tend to have less repetition in reductive backgrounds associated with
regional tropes. For example, Appendix 6.2 shows that generated images of bags
in Europe can have more variety in their backgrounds when using c-VSG.

3.5 Ablations

We next discuss ablations on the variations of VSG criteria and the strength,
quantity, and type of exemplar images used in c-VSG.

Variations of c-VSG Criteria. We compare the use of the full contextu-
alized Vendi Score Guidance criterion from our approach (↵ > 0, � > 0, c-VSG)
to Vendi Score guidance without contextualization (↵ > 0, � = 0, VSG), a crite-
rion using the exemplar contextualizing images exclusively (↵ = 0, � > 0), and
the LDM without intervention (↵ = 0, � = 0). Results are shown in Tab. 3 and
visual examples in Appendix 6.2.

When evaluating with GeoDE, we find that Vendi Score guidance without
contextualization can lead to images with improved diversity but unrealistic ob-
ject shapes and colors, as well as extreme variation in styles, such as black-and-
white or film-style photos. While using exclusively contextualizing images helps
in almost all aspects as opposed to only the Vendi Score guidance on the bank of
generated images, the methods combined tend to have the best diversity. For Dol-
larStreet, there is a slight trade-off in precision and recall between the inclusion of
contextualizing images versus previously generated images in the criterion: while
the combination of the two has moderately better measures over only contextual-
izing images, the use of only previously generated images shows the highest recall.

Strength of exemplar images. Tab. 4 shows ablations of the strength of
exemplar images used in the contextualized VSG criterion. Unsurprisingly, lower
weight � of real exemplar images yields greater recall while a higher weight leads
to a larger precision, emphasizing the quality vs. diversity trade-off. For example,
increasing � can correlate with changes in camera angle of cars to more closely
match those in the reference images, as shown in Appendix 6.2. In addition,
consistency is improved with additional weight to exemplar images.

Table 3: Ablation study on variations of VSG criteria.

Dataset ↵ � F1 Precision Recall CLIPScore

Avg. Worst-Reg. Avg. Worst-Reg. Avg. Worst-Reg. Avg. Worst-Reg.

GeoDE 0 0 0.364 0.322 0.413 0.273 0.337 0.395 0.242 0.218
GeoDE tuned 0 0.399 0.356 0.349 0.307 0.470 0.424 0.180 0.191
GeoDE 0 tuned 0.446 0.427 0.431 0.409 0.464 0.447 0.261 0.254

GeoDE tuned tuned 0.455 0.444 0.424 0.417 0.493 0.476 0.254 0.253

DollarStreet 0 0 0.448 0.442 0.428 0.434 0.472 0.450 0.231 0.235
DollarStreet tuned 0 0.457 0.444 0.413 0.388 0.516 0.518 0.191 0.198
DollarStreet 0 tuned 0.492 0.480 0.486 0.483 0.500 0.476 0.240 0.242

DollarStreet tuned tuned 0.497 0.483 0.486 0.486 0.511 0.479 0.234 0.238
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Table 4: Ablation study on exemplar images strength in contextualized VSG.

Dataset ↵ � F1 Precision Recall CLIPScore

Avg. Worst-Reg. Avg. Worst-Reg. Avg. Worst-Reg. Avg. Worst-Reg.

GeoDE tuned ↵ 0.451 0.434 0.384 0.380 0.547 0.506 0.216 0.221
GeoDE tuned 2↵ 0.455 0.444 0.424 0.417 0.493 0.476 0.254 0.253
GeoDE tuned 4↵ 0.448 0.437 0.428 0.435 0.472 0.438 0.261 0.261

Table 5: Ablation study on the number of exemplar images per object used in the
contextualized Vendi Score computation, or M in Algorithm 1. Results are reported
based on GeoDE dataset.

Method # imgs F1 Precision Recall CLIPScore

Avg. Worst Reg. Avg. Worst Reg. Avg. Worst Reg. Avg. Worst Reg.

c-VSG 2 per obj. 0.455 0.444 0.424 0.417 0.493 0.476 0.254 0.253
c-VSG 4 per obj. 0.448 0.437 0.428 0.435 0.472 0.438 0.261 0.257

c-VSG 8 per obj. 0.455 0.442 0.445 0.436 0.466 0.449 0.262 0.257

c-VSG 20 per obj. 0.460 0.433 0.440 0.434 0.485 0.433 0.251 0.246

c-VSG 4 per obj. 0.448 0.437 0.428 0.435 0.472 0.438 0.261 0.257

c-VSG 4 per obj.-reg. 0.454 0.445 0.436 0.431 0.475 0.459 0.259 0.253

Quantity and type of exemplar images. In Tab. 5, we first study how
the number of images selected as exemplar images in c-VSG affects image gen-
eration diversity. Generally, using fewer exemplar images tends to help with
diversity while increasing this number helps with quality, although these trends
appear minor in some cases. In Appendix 6.2, we visually inspect images and
find that trends in quality and consistency for a single seed can also reverse as
the number of images increases, first improving, then worsening (or vice versa).
In addition, we study whether exemplar images randomly selected across all pos-
sible regions or the same number images selected specifically for a given region
yields better diversity. We find that region-stratified exemplar images yield re-
sults within 1-2% of those when using randomly selected images for all measures
except for worst-region recall, for which there is a 5% improvement.

4 Related Work

Prior work often focuses on mitigating general diversity issues in text-to-image
models. For example, [37, 50] focus on preventing mode collapse while [44] gen-
erates a balanced distribution, focusing on the long-tail, by using synthetic im-
ages. In addition, there is growing research focused on issues related to diver-
sity through a lens of reducing person-related bias. One line of work reduces
people-related biases, e.g., related to gender, through concept forgetting or era-
sure [23, 33, 52], rather than diversification. The idea is that, by modifying a
model’s understanding of a concept, the harmful or biased content is not gener-
ated. [10] augments the original prompt with real-world distributions of gender
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and ethnicity using a finetuned language model, and [25, 51] learn token em-
beddings for a diverse set of sensitive attributes and concatenate them to the
original prompt. Building on work in NLP [5], other approaches remove the
components of sensitive attributes like race and gender from the text embed-
dings altogether [9, 47] or modify the cross attention layer [17, 33] to remove
implicit assumptions about the world. However, there is little work investigating
improvements to geographic diversity. To the best of our knowledge, prior work
primarily discusses the (minimal) improvement in diversity when including more
granular geographic information in text prompts [2, 18].

Our proposed method is most relevant to works that use classifier guidance
during inference time. [7, 42] use classifier guidance to guide generations away
from inappropriate content. In the context of augmenting a dataset with syn-
thetic samples, [22] has extended the idea of classifier guidance to feedback
guidance where loss and entropy are used as the guidance mechanism. While the
Vendi Score has been used at training time to increase the diversity of gener-
ative adversarial networks (GANs) across modes in the training dataset [3], to
the best of our knowledge, we are the first to apply it to diffusion models and
as guidance at inference time.

5 Conclusion

In this work, we introduced an inference time intervention that extends the
guidance toolbox of diffusion models by driving the generation process towards
samples that are substantially different from each other while still representative
of the real world. Through extensive experiments, we showed that our approach
produces images with higher intra- and inter-region diversity, while exhibiting
increased image quality and text-image consistency; overall resulting in reduced
disparities in generation diversity, quality and consistency.
Limitations. In this work, we focus on improving worst-region F1 while also
analyzing worst and average region precision, recall, and consistency. Automatic
metrics are susceptible to several challenges, including region representations in
the reference dataset, reliance on pre-existing feature extractors, and the com-
position of geographic groupings. The metrics are aggregates and do not account
for individual preferences. A human evaluation study would be necessary for cap-
turing subjective and personal perspectives about the effect of c-VSG. Finally,
our approach is only a single effort at improving the diversity of text-to-image
generative models, and there remains future work for their further improvement.
Societal Impacts. This work involves representations of geographic regions.
While our qualitative analyses show that c-VSG tends to help mitigate reduc-
tive representations of regions, our method may not always remove harmful rep-
resentations in the underlying generative models. Furthermore, increasing the
diversity of text-to-image models may yield unexpected generations. Thorough
study of the full range of potential outcomes is necessary before deployment of
these methods in real world systems.
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