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Fig. 1: We present latentSplat, a method for scalable generalizable 3D reconstruction
from two reference views (left). We autoencode the views into a 3D latent representation
consisting of variational feature Gaussians. From this representation, we can perform
fast novel view synthesis (right), generalizing to interpolated and extrapolated views.

Abstract. We present latentSplat, a method to predict semantic Gaus-
sians in a 3D latent space that can be splatted and decoded by a light-
weight generative 2D architecture. Existing methods for generalizable
3D reconstruction either do not scale to large scenes and resolutions, or
are limited to interpolation of close input views. latentSplat combines
the strengths of regression-based and generative approaches while be-
ing trained purely on readily available real video data. The core of our
method are variational 3D Gaussians, a representation that efficiently en-
codes varying uncertainty within a latent space consisting of 3D feature
Gaussians. From these Gaussians, specific instances can be sampled and
rendered via efficient splatting and a fast, generative decoder. We show
that latentSplat outperforms previous works in reconstruction quality
and generalization, while being fast and scalable to high-resolution data.
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1 Introduction

Performing 3D reconstruction from a single or a few images is a longstanding
goal in computer vision, which went through many iterations of advancements,
most recently driven by new techniques in the areas of generalizable radiance
fields |111|76] and foundational diffusion models [40L/44} /46l 50L/52]. At the core,
the task is to find an optimal 3D representation that fits a set of observations,
a task that is highly underconstrained as there are usually an infinite amount
of valid reconstructions that satisfy the given observations. Thus, a strong prior
is needed to find a fitting solution - usually modeled by deep neural networks
trained on a large amount of data. When designing methods to learn data priors
for 3D reconstruction, efficiency is a crucial aspect to allow training on large
datasets required for generalization. In this work, we present a method that is
highly efficient, scales to a large amount of data and can be trained on real
video data without 3D supervision. Real video data is readily available in vast
quantities and a promising data type for large 3D models.

Recently, there have been two lines of solutions for the given task of gener-
alizable reconstruction: regression-based approaches and generative approaches.
Methods based on regression, such as pixelNeRF [76] or pixelSplat [10], are usu-
ally efficient but are only trained to predict the mean of all possible solutions.
While they often succeed in predicting high-quality reconstructions of regions
that strongly correlate with the input observations, they struggle in regions of
high uncertainty, collapsing to blurry reconstructions that lack high frequency
details or fail entirely in unseen areas of larger scenes.

The high ambiguity of solutions in reconstruction from incomplete observa-
tions suggests to model it in a probabilistic fashion, that is, obtaining a dis-
tribution of possible reconstructions that allows to sample individual solutions.
Generative approaches, such as Zero-1-to-3 [34] or GeNVS [9], follow this princi-
ple, allowing to obtain one possible, realistic reconstruction that might contain
hallucinated details. Here, it is important to note that uncertainty in the case
of 3D reconstruction varies heavily depending on 3D location. Some areas of the
reconstructed scene are observed directly, maybe even by a lot of views, while
others are fully occluded or subject to high ambiguity due to very sparse ob-
servation. Thus, a sophisticated reconstruction method that models uncertainty
should account for varying amounts of uncertainty in 3D space, and needs a
generative model to obtain high-quality reconstructions in uncertain areas.

Regression-based models have often been used as conditioning for generative
models. A well-known example are Variational Autoencoders (VAEs) [32]. An
encoder is used to parameterize a variational distribution in latent space, from
which we can sample vectors that can be decoded into elements following the
data distribution. It is promising to bring this concept efficiently to 3 dimensions,
where a regression model estimates the uncertainty for different locations in 3D
space individually, providing the desired locality in uncertainty modeling.

In this work, we approach the desired goals by introducing latentSplat, a
fast method for generalizable 3D reconstruction that combines the strengths of
regression-based and generative approaches. As core of latentSplat we introduce
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variational 3D Gaussians, a representation that models uncertainty explicitly
by holding distributions of semantic features on predicted locations in 3D space.
Variational Gaussians are obtained via an encoder from two images and model
varying amounts of uncertainty depending on the location in 3D space. In ob-
served locations, they can provide a regressed solution with low variance, while
acknowledging uncertainty in unobserved areas. From a set of variational Gaus-
sians in 3D space, we can sample a specific instance via the reparameterization
trick, render it via efficient splatting to arbitrary views, and decode it with an
efficient, generative decoder network in pixel space. We show that latentSplat:

— outperforms recent methods in two-view reconstruction, achieving state-of-
the-art quality both quantitatively and qualitatively, especially in challeng-
ing cases of wide-spread input views and view extrapolation,

— is fast and efficient in training and rendering, providing a more scalable
solution than previous generative methods,

— is applicable to both, object-centric (with 360° views) and general scenes,

— enables downstream mesh reconstruction via 3D consistent novel views,

— is purely trained on real videos, which is a readily available data resource.

2 Related Work

We revisit recent methods in the area of generalizable novel view synthesis (NVS)
and 3D reconstruction. Neural fields [6}/37,38}/42,|57] have been the dominant
representation to store 3D information for single scenes and scene/object distri-
butions. Lately, more explicit representations live through a renaissance with 3D
Gaussian Splatting [31]. Due to the challenging nature of the task, most meth-
ods that enable generalization to 360° novel views only perform reconstruction
on the level of individual objects. Even with the recent rise of large-scale gen-
erative models, methods that perform extrapolation of larger scenes are still a
rarity, often due to missing scalability. In the following, we distinguish between
regression-based approaches in Sec. 2.1 and generative approaches in Sec. 2.2}

2.1 Regression-based Generalizable NVS

Several regression-based models for 3D reconstruction from a few views have
been proposed in recent years. One line of work performs generalization over
object categories [19,/26,|33,[59L/70] only. On scene level, early methods [13}/41]
76| focus on small-scale setups [27] because of limited capacity or efficiency.
Larger scenes require scalable approaches. Image-conditioned neural radiance
fields |24] fail in scaling to high resolutions. Image-based rendering methods |1}
45149/71] produce high-quality results in view interpolation but cannot generalize
to unseen areas. A related approach is to predict multi-plane images [60L(67,
79,80], which is limited to small view-point variations only. Multi-view stereo
is also a popular way to provide geometry priors for novel view synthesis with
deep learning [11,28]/49]. Moreover, several alternative representations have been
introduced, such as neural rays [35], light fields |58}/62], and patches [61].



4 C. Wewer et al.

In contrast to all of the above, we provide high-quality 360° reconstructions
of object-centric scenes as well as view inter- and extrapolation on large scenes,
given only two input views. Closest to our work are the very recent Splatter Im-
age |63] and pixelSplat [10] following the success of 3D Gaussian Splatting [31]
in many domains [14}18]|23/[72]. In contrast to their purely regression-based ap-
proaches, we (1) introduce a semantic feature representation instead of purely
explicit Gaussians and (2) model uncertainty explicitly enabling correct gener-
alization to out-of-context views. Thus, we are able to reconstruct full objects
in high quality, even if they are only partially observed with two views.

2.2 Generative Models for NVS

Generative approaches succeed in situations with high uncertainty, i.e. when the
conditioning is not sufficient to determine the full reconstruction, or if there
is no conditioning at all. A large line of work performs 3D reconstruction of
objects with 3D-aware GAN architectures via conditional sampling or inver-
sion [7,/8/43L[55L/65,|77]. While these methods are able to produce high-quality
results, they are not applicable to scenes. Autoregressive transformers have been
shown to be able to synthesize novel views that are consistent to some extent
with the past sequence of views, but they fail to successfully leverage explicit
3D biases [48}[51]. Following the success of diffusion models [15}22] for large-
scale text-to-image generation [40}44,/46}/50.(52], there are many approaches to
adapting the same concepts for 3D. One line of research trains diffusion models
directly on 3D representations such as voxel grids [291/30}/39], triplanes |12}/56], or
point clouds [36154}74], and can implement 3D reconstruction by conditioning
or guiding the diffusion process with gradients from reconstructing input views.
Similar to 3D-aware GANSs, another line [2}3,/64,/66] integrates rendering of a
3D representation into the denoising architecture for image diffusion to achieve
3D generation and reconstruction purely trained on images. However, both of
these approaches do not scale to large scenes due to expensive 3D architectures
or slow rendering within the sampling process, respectively. A third group of
works [9,34,53},|69} 73] 181] extends 2D diffusion models with pose-conditioning
for NVS with the additional benefit of compatibility with pre-trained text-to-
image generators |50| as strong priors. Closing the loop with regression-based
approaches, a particularly effective pose-conditioning proposed by GeNVS [9]
is rendering of pixelNeRF [76] features. While scalable to large scenes, these
approaches inherit the slow sampling of diffusion models for NVS.

In contrast, our approach is orders of magnitude faster and scales easily to
high resolutions due to the efficient Gaussian representation instead of volume
rendering, and a lightweight decoder instead of expensive diffusion sampling.

3 Autoencoding Variational Gaussians

In this section, we describe our method in detail, beginning with describing our
reconstruction task in Sec. before introducing the core of our framework,
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Fig. 2: latentSplat architecture. The architecture follows an autoencoder structure.
(Left) Two input views are encoded into a 3D variational Gaussian representation
using an epipolar transformer and a Gaussian sampling head. (Center) Variational
Gaussians allow sampling of spherical harmonics feature coefficients that determine a
specific instance of semantic Gaussians. (Right) The sampled instance can be rendered
efficiently via Gaussian splatting and a light-weight VAE-GAN decoder.

the semantic variational Gaussian representation, in Sec. Then, Sec. [3:3]and
Sec. [3-4] will introduce the encoder and decoder architectures, respectively. Last,
training details and loss functions are given in Sec. 3.5}

3.1 Overview and Assumptions

We aim to achieve novel view synthesis from two given video frames (reference
views) as input. We assume a dataset of videos with camera poses for each frame
such that we can build triplets of two reference views and a target view used for
training of our model. As outlined in Fig. [2] our method consists of an encoder,
encoding a pair of reference views into a 3D latent representation of Gaussians,
the variational Gaussians themselves, and a decoder, rendering the Gaussians
from arbitrary views. During training we optimize all parameters to reconstruct
the ground-truth target view given the two input images, their camera poses, and
the target pose. Once we trained the model, we can obtain variational Gaussians
from two views and render them to synthesize novel views.

3.2 Variational 3D Gaussians

At the core of the presented method is a 3D representation that encodes the
scene as a set of semantic 3D Gaussians, describing the scene appearance via
attached view-dependent feature vectors. In addition, we model uncertainty for
each semantic Gaussian individually by storing parameters p and o of a normal
distribution of spherical harmonic coefficients instead of explicit feature vectors.
In total, a scene is represented as a set of N wvariational Gaussians denoted as

G={(x,S,R,0,¢c,h,,h,);}1<i<n, (1)
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where x € R3 is the three-dimensional location, diagonal matrix S € R3*3
Gaussian scale, R € R3*3 Gaussian orientation, o € [0,1] the opacity of the
Gaussian in 3D space, and ¢ € RX the spherical harmonics for view-dependent
colors. Scale and rotation form the covariance of the 3D Gaussian in space, i.e.
C =RSSTRT [31]. The variational distributions of Gaussian features are mod-
eled in the coefficient space of spherical harmonics by parameters h,,, h, defining
normal distributions A (h,,, diag(h,)). The h, hold uncertainty information for
individual locations in R3. We still optimize for explicit RGB coefficients ¢ in
addition to feature parameters h, and h, € R*, as Gaussian shape parameters
are best optimized on RGB signals (c.f. Sec. .

Sampling Semantic Gaussians We distinguish between two states of our Gaus-
sian representation, variational Gaussians and semantic Gaussians. The latter
can be obtained from the former by sampling explicit spherical harmonic coeffi-
cients via the reparameterization trick for all Gaussians:

h=h,+e-h, e~N(0,1), (2)

allowing to backpropagate gradients from the sampled coeflicients to the refer-
ence view encoder. Intuitively, variational Gaussians describe the distribution
of all possible 3D reconstructions, conditioned on the given reference views. In
contrast, semantic Gaussians represent a specific sample from this distribution,
allowing consistent multi-view renderings of one possible reconstruction.

Rendering Semantic Gaussians A set of semantic Gaussians can be rendered via
the efficient Gaussian splatting renderer provided by Kerbl et al. [31]. We ex-
tended it to render feature vectors in addition to RGB colors. The spherical har-
monic basis is used to decode our per-Gaussian coefficients h into view-dependent
features before splatting them into pixel space. The encoder architecture pre-
sented in Sec. [3.3] predicts Gaussians in the field of view of two reference views.
Thus, when rendering novel views, there might be regions in the rendered images
that do not have any Gaussians, because they are outside of all reference view
frustums. In order to provide a plausible reconstruction of these areas, we obtain
our feature image F by sampling from the normal distribution A (F™* 1 — O)
with rendered features F™" and opacity O via the reparameterization trick:

F=F"+/1-00¢, e~N(01). (3)

The decoder can generate plausible details to fill these empty areas, since it is
trained using a GAN formulation (c.f. Sec. [3.5).

3.3 Encoding Reference Views

The variational 3D Gaussian representation described in the previous section is
obtained from two given reference views I, I sampled from a video sequence. To
this end, we adapt the encoder from pixelSplat |10] to our setting of variational
Gaussians by adding the capability of predicting means h, and variances h,
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of spherical harmonic coefficients for view-dependent features of each predicted
3D Gaussian (c.f. Fig |2} left). The encoder consists of three parts: (1) a vision
transformer [5], (2) an epipolar transformer |20], and (3) a per-pixel sampling of
3D Gaussians from predicted depth distributions |10], which are shortly outlined
in the following. For more details about the encoder architecture, we refer to the
supplementals, Charatan et al. [10], and He et al. [20].

Vision transformer The vision transformer is applied to both tokenized images
I, and I to obtain pixel-aligned feature maps. Compared to pixelSplat |10],
we omit the ResNet and ony use a pre-trained DINO ViT-B/8 [5]. Each of the
outputs is annotated with depth values from epipolar lines of the other view |20].

Epipolar transformer Epipolar cross attention [20] is used to allow communica-
tion of features across corresponding pixels from both views. To this end, the
attached depth values from corresponding epipolar lines are positionally encoded
and concatenated to the individual feature maps. Then, keys, queries and values
are computed for all locations before performing cross attention between each
pixel and samples from its epipolar line in the other view. The communication
between two views allows the encoder to resolve the scale ambiguity [10].

Gaussian sampling head Last, each final feature map is used to predict a dis-
tribution over its rays, indicating the probability of a 3D Gaussian lying at the
specific depth [10]. To that end, each ray is divided into a set of bins over which
a discrete distribution is predicted. Further, for each bin, an offset is predicted
to allow for obtaining accurate positions in 3D space. Multiple Gaussians can
be sampled per ray. The probability of a sampled Gaussian is used as opacity o.
For each sample, we also predict the remaining Gaussian properties of scale S,
rotation R (as quaternion), color ¢, and variational parameters (h,,, h,).

With the described encoder, uncertainty is modeled in two ways: First, the Gaus-
sian locations are sampled from the predicted distributions over the rays, model-
ing uncertainty in 3D Gaussian location. Second, uncertainty in local appearance
is modeled via distribution parameter prediction of the variational Gaussians.

3.4 Decoding

We render both, RGB colors and features into pixel space using the adapted 3D
Gaussian rasterizer (c.f. Sec. . We found that also formulating a loss directly
on an RGB output helps with optimizing the structural Gaussian parameters
position x, scale S, rotation R, and opacity o. To interpret the features, we use
the pre-trained light-weight VAE decoder from LDM [50] (c.f. Fig. [2] right). It is
a purely convolutional architecture with four upsample blocks, each consisting
of two residual blocks. The decoder receives multi-scale feature images: first, we
bilinearly down-sample the rendered feature image three times along the spatial
dimensions. Then, we feed the different scales into the U-Net decoder at different
stages of the architecture. The decoder is trained together with the remaining
architecture using reconstruction and generative losses, as described in Sec.
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3.5 Training

The presented architecture consisting of encoder, variational Gaussians, and de-
coder is trained in an end-to-end fashion on video data. In each iteration, we
sample a video from our training dataset, select two reference views and four
target views. The selection criteria differ for different scene types (large scenes
and object-centric scenes) and are detailed in the experimental setup in Sec.
The reference views are encoded into variational 3D Gaussians, rendered from
the target camera perspectives, and decoded using the VAE decoder. We train
all networks using the following losses.

Reconstruction Losses Similar to LDM [50], we use a combination of a standard
L1 loss and LPIPS as a perceptual loss between the decoded feature image T
and the target image T:

Lrec = M| T — T||1 + Ao LPIPS(T, T) (4)

Auziliary Losses We further apply an auxiliary loss directly between the color
renderings T,,x and the target image T to provide better gradients to the struc-
tural parameters (c.f. Sec|3.2)):

Eaux - )\SHTaux - TH% + )\4 LPIPS(Tauxv T) (5>

Generative Loss To enable correct sampling and generation in uncertain re-
gions, we further optimize our method using GAN losses, adapted from the LDM
VAE-GAN decoder [50]. We add and further train a pre-trained discriminator
network 25| D from LDM [50] predicting the likelihood of image patches being
real. Therefore, our architecture is trained to directly maximize its output:

Lgen = Ezllog(1-D(T))],  Laise = Ex[log(D(X))]+Eg[log(1—D(T))], (6)

where X are real images from the training dataset. In summary, our autoencoder
is optimized with £ = Lyec + Laux + Lgen and the discriminator with Lajsc.

4 Experiments

In this section, we detail our experiments made with latentSplat, provide compar-
isons with state-of-the-art baselines, and verify our architecture design in form
of an ablation. Our experiments aim to support the following statements: (1)
latentSplat improves on previous methods for two-view interpolation in terms of
visual quality, (2) generalizes better to extrapolation, i.e., target views outside of
reference views, (3) avoids unnecessary hallucination but sticks to the identity of
the observed scene, (4) enables 3D reconstruction by predicting consistent novel
views, and (5) maintains the real-time rendering and memory efficiency of 3D
Gaussian splatting. We provide additional results in the appendix.
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Table 1: 360° Novel view synthesis on CO3D. We outperform previous methods
in terms of generative metrics and perceptual metrics. Due to the generative nature
of our method, we are only on-par in traditional reconstruction metrics of PSNR and
SSIM, as they strongly punish generation of details if they do not match the target.

‘ Interpolation Extrapolation

Cat‘Method FID| KID||LPIPS| DISTS||PSNRt SSIMt| FID| KID||LPIPS| DISTS||PSNRt SSIM?

pixelNeRF |76]|183.24 0.104| 0.566 0.345 | 18.39 0.411 |238.41 0.156| 0.658  0.429 | 16.24 0.360
Du et al. |[17| [154.20 0.090| 0.471  0.276 | 18.78 0.476 |275.61 0.208| 0.599  0.382 | 15.79 0.366
pixelSplat |10] | 58.13 0.011| 0.401  0.203 | 18.05 0.429 | 92.61 0.030| 0.485 0.263 | 15.75 0.332
Ours 40.93 0.005| 0.356 0.166 | 18.01 0.413 | 48.03 0.008 0.426 0.202 | 15.78 0.306

pixelNeRF [76]179.85 0.082| 0.580 0.386 | 18.97 0.580 |236.82 0.132| 0.649 0.450 | 17.05 0.531
Du et al. [I7] |141.16 0.065| 0.436 0.245 | 20.69 0.666 |229.78 0.142| 0.564 0.347 | 16.65 0.553
pixelSplat [10] | 74.82 0.014| 0.369 0.200 | 20.73 0.687 |123.33 0.047| 0.473 0.260 | 17.51 0.564
Ours 53.47 0.004| 0.338 0.173 | 20.83 0.663 | 71.12 0.010 0.434 0.219 | 17.71 0.533

[Teddybears | Hydrants

4.1 Experimental Setup

Datasets We conduct two-view reconstruction experiments for an object-centric
setting and for general video datasets capturing diverse scenes. For the former,
we use the Common Objects in 3D [47] dataset, which consists of video captures
of real-world objects grouped into categories. Following related work [9], we
choose cleaned subsets of hydrants and teddybears, randomly split into 95%
training and 5% test data. In all experiments, including baselines, we gradually
increase the gap between reference views from initially 8-18 up to 25 frames
roughly corresponding to 90° in the 102 frame videos. At the same time, we
increasingly randomize the target view selection from pure interpolation until a
uniform distribution over all views. For evaluation on general scenes, we leverage
RealEstatel0k [80], a dataset of home walkthrough clips gathered from about
10000 YouTube videos. We use provided splits and adopt the training curriculum
from pixelSplat |10] except of increasing the sampling interval of target views
up to 45 frames before and after both reference views to learn extrapolation.

Baselines We compare our approach against four baselines. pixelNeRF [76] con-
ditions a single NeRF MLP by interpolating pixel-aligned features of reference
views. Du et al. [17] is a light field rendering approach that uses multi-view
self-attention and cross-attention of target rays to samples along its epipolar
lines in the input images. pixelSplat [10| predicts 3D Gaussians along the rays of
two reference views that can be efficiently rendered via rasterization. Unlike the
previous regression-based approaches, GeNVS [9] proposes a generative diffusion
model with view-conditioning via pixelNeRF in a feature space.

Metrics We employ three groups of each two metrics: (1) FID [21] and KID [4]
measure the similarity between the distributions of predicted novel views and
the corresponding ground truth. They are the established metrics for image syn-
thesis of generative models and reflect visual quality. (2) Perceptual metrics like
LPIPS |78] and DISTS |16] leverage features of deep networks for the compari-
son of images w.r.t. structure and texture. (3) Classical reconstruction metrics
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Fig. 3: Qualitative results on the CO3D dataset . We evaluate two-view
NVS on hydrants and teddybears. latentSplat synthesizes high-quality 360° novel views,
whereas regression-based approaches suffer from uncertainty resulting in blur.

such as PSNR and SSIM are still well-established for evaluation of dense-view
3D reconstruction. However, because incorporating plain pixel-wise similarities,
these metrics prefer blur over realistic details and are therefore not well-suited
for the evaluation of generative methods.

Further details can be found in the supplementary materials and our code.

4.2 Object-Centric 3D Reconstruction

Table [I] summarizes our quantitative results for object-centric 3D reconstruc-
tion on CO3D . We outperform all baselines by a large margin in FID and
KID while also significantly improving upon pixelSplat in perceptual met-
rics. This indicates that we achieve a better visual quality and at the same
time remain faithful w.r.t. to the observed scene. Despite being a generative
approach, we also outperform all baselines in PSNR on teddybears, but fall
short in SSIM. However, our deterministic ablation (c.f. Sec. validates that
these classical metrics prefer blurry reconstructions over perceptually good ones
with generated details. The differentiation of interpolation and extrapolation
reveals that our approach generalizes better to unseen areas of the scene, as
shown by a smaller performance difference compared to the baselines. We show
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Table 2: Novel view synthesis on RE10k. We compare against recent methods
on view interpolation and extrapolation on the large scale RealEstatel0k dataset |80,
showing that our method can handle large scale scenes and high resolution images.
Same as in the CO3D setting, we outperform previous works in generative metrics and
perceptual metrics, while being on par in traditional metrics. Qualitative results in
Fig. E|show that we produce higher quality reconstructions, especially for extrapolation.

‘ Interpolation Extrapolation

Method FID} KIDJ|LPIPS DISTS{|PSNRt SSIM?| FID| KID{|LPIPS| DISTS}|PSNR? SSIM{

pixelNeRF [76]152.16 0.132] 0.550 0.359 | 20.51 0.592 |160.77 0.141| 0.567  0.371 | 20.05 0.575
Du et al. |17] 9.73 0.005| 0.219 0.133 | 24.55 0.812 | 11.34 0.006| 0.242 0.144 | 21.83 0.790
pixelSplat |10] | 4.41 0.002| 0.174 0.107 | 24.32 0.822 | 5.78 0.003| 0.216 0.130 | 21.84 0.777
Ours 2.22 0.001| 0.164 0.094 | 23.93 0.812 | 2.79 0.001| 0.196 0.109 | 22.62 0.777

qualitative results in Fig. 3] latentSplat predicts sharp and detailed reconstruc-
tions fitting to the observations. Moreover, it succeeds in synthesizing completely
unobserved areas allowing full 360° generalization. For the challenging case of
modeling the unobserved backside of a hydrant (c.f. third row in Fig. [3), all
regression-based approaches predict a blurry reconstruction indicating high un-
certainty. latentSplat’s ability of generating a realistic novel view in this case
highlights the advantage of uncertainty and generation in the rendering process.

4.3 Scene-Level 3D Reconstruction

We report quantitative results for scene-level 3D reconstruction on RealEstatel0k
in Table [2] Again, latentSplat outperforms all baselines in FID and KID as well
as LPIPS and DISTS. Although extrapolation on scene level is a quite differ-
ent task compared to learning a category-level prior for object-centric videos,
we observe the same result that latentSplat generalizes better to extrapolation
compared to all baselines, even achieving state-of-the-art in PSNR as well. This
highlights the applicability of our method for various kinds of real-world videos.
Looking at qualitative examples in Fig. [l we can see that our approach produces
clean and visually pleasing novel views with significantly less artifacts.

4.4 Uncertainty Visualization

We aim to illustrate the uncertainty of our variational Gaussians directly by
rendering the standard deviation h, in Eq.[2| averaged over all feature channels.
To deal with empty regions outside of the reference camera frustums, we set the
background standard deviation to one, which is in line with our feature map
sampling in Eq. [3] The resulting images (second row of Fig. show generally
higher uncertainty (dark) for the background, which is either completely invisible
or only partly visible in the reference views, compared to the main object, for
which the model learns a category-level prior. For the foreground, the model is
less certain about details like edges or the fur of teddybears than about plain
uniform surfaces, which explains the advantage of the generative decoder w.r.t. a
higher level of detail. We provide more examples in the supplementary materials.
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Fig. 4: Qualitative results on RealEstatel0k . We show that in many chal-
lenging cases latentSplat outperforms previous methods. This specifically holds for (1)
reference views far apart from each other or (2) extrapolation outside of reference views.

4.5 Mesh Reconstruction from Novel Views

High-quality novel view synthesis does not imply strong 3D reconstruction. Es-
pecially, considering generative methods, realistic novel views may not be 3D
consistent. Therefore, we examine latentSplat’s abilities for downstream 3D re-
construction. Starting with two input images, we sample semantic Gaussians
once and render them from all camera poses of the original video. Given these
synthesized views, we can employ any surface reconstruction method
to obtain textured meshes. We use 2D Gaussian Splatting . The same pro-
cedure is applied for the original video and pixelSplat outputs to obtain
ground-truth and baseline meshes, respectively. We provide quantitative results
for Chamfer distance in Table[3] Our outputs are better suited for reconstruction.
This indicates that probabilistic modeling is helpful for faithful surface recon-
struction. Qualitative results in Fig.[5D] further demonstrate that reconstructions
with latentSplat are close to the ground truth w.r.t. texture and surface normals.

4.6 Efficiency

Table [5| shows our time and memory requirements for training and inference
compared to the baselines. Compared to pixelSplat [10], our encoding is slightly
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Table 3: 3D reconstruction on CO3D. Chamfer distance (x107%): Gaussians /
mesh from output images versus mesh from ground-truth videos.

Method ‘ Hydrants ‘ Teddybears
pixelSplat (Gaussians) 49.343 24.965
pixelSplat (mesh from images)| 1.815 1.905
Ours (mesh from images) 1.535 1.504

Input Images GT Tex. Mesh Ours Tex. Mesh

f‘u

GT Normals Ours Normals

Input Images

T M3IA

Uncertainty

Features

4 oo e

T MIIA

¥ 8
%
, &

P
J
=

T MIIA

(a) Intermediate results. (b) Mesh reconstruction.

Fig.5: a) Top to bottom: Given two input images, latentSplat predicts variational
Gaussians that model local uncertainty in 3D. Rendering uncertainty reveals a focus
on foreground details and out-of-view background. Sampled semantic Gaussians are
rendered to features and decoded to final predictions. b) We apply mesh reconstruction
on dense synthesized novel views. latentSplat is able to closely approximate the texture
and geometry that we can obtain from reconstruction with ground-truth 360° videos.

faster while the rendering is only a 1ms slower stemming to 68% from the convo-
lutional decoder and 32% from splatting additional feature channels. Hence, we
maintain the real-time rendering of 3D Gaussian splatting despite introducing
a generative model. Furthermore, we are memory efficient during both training
and inference. Compared to GeNVS @ﬂ, we are orders of magnitude faster.

4.7 Ablations

We conduct an ablation study for view extrapolation on CO3D hydrants with the
results given in Table [] Interestingly, while performing much worse in FID and
KID with a deterministic version omitting the variational formulation as well as
the GAN loss, we obtain state-of-the-art results for PSNR and SSIM. This shows
the trade-off between conservative and therefore blurry reconstructions favored
by classical metrics and realistic and detailed novel views rewarded by FID and
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Table 4: Ablation study. We ablate our architecture design for extrapolation on
CO3D hydrants. Deterministic shows a version of our architecture without the vari-
ational formulation and without the GAN loss. No skip con. omits the multi-scale
decoder input and No RGB skip omits the rendered RGB input to the decoder.

Method |FID{ KIDJ|LPIPS| DISTS||PSNRf SSIM?$

Deterministic|69.33 0.022| 0.406  0.240 | 16.50 0.340
No skip con. |50.31 0.007| 0.440 0.204 | 15.55 0.293
No RGB skip [48.48 0.006| 0.438  0.206 | 15.48 0.288
Ours 48.88 0.006| 0.436  0.205 | 15.61 0.299

Table 5: Efficiency comparison. Our method renders roughly 2000 times faster and
is much less expensive to train than the state-of-the-art generative model GeNVS |9].
Compared to the regression-based pixelSplat [10], latentSplat entails a negligible in-
crease in resource requirements in turn for significantly better image quality.

Inference Time (s)|Training Time Inference
Method Encodel Render] | (GPU-h)] |Memory (GB)l
pixelNeRF |76]| 0.003 5.464 96 3.961
Du et al. |17] 0.011 1.337 288 19.604
pixelSplat 10| 0.113 0.002 192 2.755
GeNVS |9] - 6.423" 2112 -
Ours 0.080 0.003 192 3.161

KID. Overall, we find the best balance in metric scores by using our generative
approach together with multi-resolution latent and RGB skip connections. We
attribute that to the decoder having global and local context when interpreting
features for image synthesis, which helps generating consistent results.

5 Conclusion

We presented latentSplat, a method that successfully combines the strengths of
regression-based approaches with the power of a lightweight generative model to
handle uncertainty. Our approach achieves state-of-the-art quality in novel view
synthesis from two input images while providing the highest perceptual similarity
to the ground truth. Predicted views are 3D consistent, enabling downstream
mesh reconstruction. Compared to previous generative approaches, latentSplat is
much faster and more scalable, allowing real-time rendering in large resolutions.

Limitations and Future Work Since the location of Gaussians is limited to the
camera frustums of input views, the 2D decoder inpaints out-of-view areas for
extrapolation resulting in 3D inconsistencies. Another limitation is the indepen-
dent sampling of depth along rays and local appearance from variational Gaus-
sians. Finding a trade-off between capturing the full conditional distribution of
reconstructions and sampling efficiency renders potential future work.

1 GeNVS |9] does not provide code. We estimated the rendering time based on pixel-
NeRF [76] and StableDiffusion [50] denoising for 25 steps and resolution 256.
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