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We further present our proposed method by providing the following supple-
mental materials:

– Appendix A: Ablation Study of Ways to Mask for Visual Prompted Condi-
tions

– Appendix B: Edges Cases and Results
– Appendix C: Failure Cases and Potential Future Improvement
– Appendix D: Additional Image Editing Result Visualization

A Ablation Study of Ways to Mask for Visual Prompted
Conditions

In this section, we present ablation studies on different ways for visual prompt
masking during training. We show different masking methods and their qual-
itative results in Fig. A1. In this ablation study, we show 5 different masking
strategies: White Mask, Random Noise Mask, Grey Mask (ours), Random Patch
Mask and Black Mask. Since the mask is concatenated with example pair image
and query image together as one input to the Stable Diffusion model, the value
distribution of pixels in the mask will affect the value distribution of the output.
In Fig. A1, we can observe that white and black masks will make the output
images brighter and darker, respectively. The random noise mask makes the out-
put images look more distorted. The random patch mask results in generation
of random part of query image. Overall, the grey mask achieves the best quality.

B Edges Cases and Results

InstructGIE adopts both visual and text prompts to elevate the image editing
quality with boosted in-context learning capability, unified language instructions,
and selective area matching. In Fig. A2, we show InstructGIE’s capability on
edge cases including out-of-domain images with real-world photo pairs of various
qualities/conditions.
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Fig.A1: Performance of InstructGIE with different masking format for visual
prompted conditions.
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Fig.A2: Additional Edge Case/Real World Visual Performances

C Failure Cases and Potential Future Improvement

We present certain failure cases of our method in Fig. A6. It appears that un-
successful outcomes often occur when the model does not adequately balance
the attention to text and visual editing instructions. The left example of Fig. A6
shows that the model focuses more on text editing instruction (cat) which not
only turns Mona Lisa into a cat figure but also turns the pets she holds into a
cat. The right example of Fig. A6) shows that the model pays more attention to
visual prompts, where we only require the color of clothes to be modified, but
the background color is modified as well following visual guidance.

How to balance the attention to text and visual editing instructions is an
important key to ensuring stable performance for a generalizable image editing
model. In future works, we plan to conduct experiments with several methods
including text and visual editing instruction pooling and fusion to deduce a
plausible solution to this problem for generalizable image editing.
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D Additional Image Editing Result Visualization

In this section, we showcase additional visual manipulation results demonstrat-
ing the generalizability and versatility of the InstructGIE framework across a
multitude of image editing tasks, as illustrated in Fig. A3, A4, and A5. These
qualitative examples show our method’s robust performance in a wide range of
generalized editing scenarios and directives. This includes the transformation of
one object into another, style transfers, and addition or removal of objects. Fur-
thermore, the results show that our method can generate subtle details, such as
realistic human face images.
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More Greenness！ Change Light to Torch

Older Trees More Like a Sunset View

Make it More Colorful

Make Her Angry Make Him a Girl

Change Baby to Cat Change Man to Woman

Blue Theme Would Be Better Change Background with Stars

More Misty

Fig.A3: Additional Image Editing Generalization Results Produced by InstructGIE
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Like a Artistic Painting

Black and White Version

Star War Theme!

Make it Artistic

Can He Wear a Suit?

All About Cangaroo

Make it Realistic

Change to Oil Painting

Night View!

Make Her a Robot

Make it Anime Style

I Like Them By the Sea

Fig.A4: Additional Image Editing Generalization Results Produced by InstructGIE
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Make it A Fire Scene

Make it A fire Scene

Add Some Snow

Add a Star War Character

Change Them to Cats

Change Them to Chickens

Have Alien Invasion

Add a Rainbow

Like in Summer

Longer Beard

Rainbow Effect

Make Him a Female Character

Fig.A5: Additional Image Editing Generalization Results Produced by InstructGIE
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Turn Her to A Cat Make His Clothes Red
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Fig.A6: Selected fail cases from our InstructGIE framework.
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